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MARCUS STORM

INTRODUCTION
Artificial Intelligence is one of 

the greatest challenges Brit-
ain will face this century. It affects 
everything from education policy, 
to how scientists research climate 
change, to our national security.

It is also one of the greatest, most 
unique opportunities for Britain 
which may not come again for gen-
erations. Levelling up our country 
and increasing the prosperity and 
real wages of our citizens relies 
on bringing our productivity back 
up to our international peers’ lev-
els. Technological adoption has 
always been the foundation of 
this process.

The key driver of these new tech-
nologies, data, is both infrastruc-
ture and a strategic national re-
source that the Government is not 
taking seriously enough, both in 
terms of investment and being for-
wards-thinking on protecting civil 
liberties such as privacy.

There is currently a short window 
for us to plan and adopt a power-
ful, modernising national industrial 
strategy which cements us as a 
long-term global leader in the field.

The lack of clear standards for data 
and AI, both nationally and global-
ly, hinders adoption and spread in 
industry and research and without 
them, the largest markets for AI 
such as healthcare and financial 
services are opaque and ineffi-
cient. Regulation, if adopted too 
late and allowed to become too re-

active, can stifle innovation. Proac-
tive, innovative, and engaging reg-
ulators, conversely, can be a net 
asset in helping industries thrive.

A clear legal and ethical framework 
implemented by a national AI regu-
lator will not only better shape and 
promote a new, ethical market for 
the sensitive parts of our economy, 

reassure and enable regular com-
panies to adopt productivity-boost-
ing tech, and nudge researchers to 
identify practical challenges - only 
a handful of papers last year were 
published on ways to attack and 
subvert AI - but will also preserve 
the explosive and inspiring innova-
tion for other industries.

In Section 3, I introduce the con-
cept of the tripartite social contract, 
a settlement between humans, the 
state, and human-like machines. 
This thinking is critical to determin-
ing what kind of future society we 
want to live in.

For the country, it is a chance to 
prove our global credentials by be-

ing one of the first countries to take 
this crucial step. The US and the 
EU both suffer from fractured data 
protection rules, and the statist 
approach of East Asia is not com-
patible with our liberal democratic 
values. Genuine global leadership 
can come from Britain if we foster 
a reputation for excellence - com-
panies may adapt to our standards 

first and then export their models 
to the rest of the world.

Furthermore, economic histo-
ry, and recent events, remind us 
that the unidirectional path to 
more globalisation is not inevita-
ble. A decoupling driven by the 
seemingly easy removal of sev-
eral blocks that the global order, 
and Britain, depends on, leaves 
many states in a precarious posi-

tion. We must choose whether to 
continue to rely on the kindness of 
strangers or to take a more active 
role in supporting British economic 
assets.

Patiently waiting for the private 
sector to settle on industry stand-
ards when private and public sec-
tor alike are struggling with the 
requisite understanding and skills 
will increase risks and delay adop-
tion and the much needed produc-
tivity boost - perhaps long enough 
for the world to move on, and for 
the historical chance to shape this 
vital ecosystem to fall out of Brit-
ain’s grasp. 

Marcus Storm
Editor

Marcus Storm heads AI products for a business line at a global investment bank. His aim is to make lives better through politics and technology. 
He speaks eight languages and engages in politics internationally. Find out more about his work on his website, www.marcus-storm.com 

INTRODUCTION
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DARREN JONES MP

FOREWORD
Artificial Intelligence, as a gen-

eral-purpose technology, will 
transform the global economy not 
just in its direct applications, but 
also in the indirect innovations 
it will enable. From highly intelli-
gent automated problem solving, 
speech recognition, speech de-
livery and computer vision to the 
impacts AI will have across health, 
education, agricultural, transport 
and so much more: it’s easy to 
understand what the global mar-
ket has been valued to be up to 
$3 trillion.

From the changing future of 
work, to the personalisation and 
empowerment of public services, 
the positive potential of AI is im-
mense. However, forward-looking 
industrial strategy and responsible 
regulation will be critical to ensure 
the benefits of AI are felt by all in 
society, that these technologies do 
not foster inequalities or discrimi-

nation, and protect human rights. 
This pamphlet makes a timely con-
tribution to the AI policy debate, 
adding to the growing conversa-
tion on technology policy within 
the Labour movement.

The UK is not alone in facing the 

challenge of ethical AI, but as 
countries around the world race to 
prepare for the coming fourth in-
dustrial revolution, we have the op-
portunity to act as a global leader 
advocating for fairness, accounta-
bility, and transparency. We have a 

credible base to build on, which I 
have had the privilege to highlight 
in my various international roles on 
AI regulation. As internationalists 
facing the global advance of auto-
mation, we must advocate for eth-
ical policy and regulation in order 

to bring about justice for all.

While AI is already all around us, 
the opportunities and challeng-
es will be felt most by coming 
generations. As such, it is right 
that their ideas be heard through 
pamphlets like this, and forums 
such as the Young Fabians that 
provide a policy voice for young 
leaders on these crucial issues. 
This pamphlet steps in with bright 

ideas, put forward by the policy 
voices of the next generation, illu-
minating the path forward towards 
global leadership. 

Darren Jones
Labour MP for Bristol North 

West

Darren Jones is the MP for Bristol North West and the Chair of the Business, Energy, and Industrial Strategy Select Committee. He is also the 
Chairman of the Institute of AI (a global network for legislators engaged in AI regulation), a parliamentary lead at the OECD’s AI Observatory and 

the Vice-Chair (International) of the All Party Parliamentary Group on AI.

FOREWORD
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IVANA BARTOLETTI

FOREWORD
We live in a new technolog-

ical and data driven era – 
one which can still amaze us with 
news of wonderful creations we 
can get our hands on today or 
that are just around the corner. It 
also amazes us for all the wrong 
reasons, with its power to harm 
us too. The scandal of Cambridge 
Analytica and others was a deaf-
ening awakening for many, show-
ing how our digital infrastructure 
has gone so wild, unfettered and 
unaccountable.

Artificial Intelligence is now pro-
gressing at rocket speed thanks 
to the availability of data and in-
creased computing powers. AI 
has huge potential, in medicine, 
cybersecurity and education – and 
we should leverage them all. But 
AI carries huge risks too. Automa-
tion of inequality, erosion of human 

agency and personal autonomy, 
surveillance and the manipulation 
of sentiments and ideas – to name 
a few. 

Now it is the time to ensure that 
technology works for everyone, 
and that the digital dividends are 
distributed fairly. This requires en-
suring that people, politics and ide-
as are back in the driving seat. 

First, we need to think of our data 

as our most valuable collective 
resource. As this pandemic has 
shown us, there is nothing more 
valuable to everyone than one’s 

personal information.

Second, we need a fitness test of 
current legislation to see whether 
it is fit for purpose in the AI era. Fi-
nally, we need new mechanisms 
for trusts and transparency, in-
cluding kitemarks and appropri-
ate redress. 

This is not about hindering pro-
gress. The opposite - smart reg-
ulation - means that we can lev-

erage the full potential of data and 
tech and do so responsibly as ful-
ly-fledged digital citizens. 

Ivana Bartoletti
Chair of the Executive 

Committee of the Fabian 
Society

Ivana Bartoletti works, writes, and speaks on privacy and digital ethics, and works with companies in the UK and globally. She is Chair of the 
Executive Committee of the Fabian Society.

Ivana was awarded ‘Woman of the Year’ (2019) in the Cyber Security Awards in recognition of her growing reputation as an advocate of equality, 
privacy and ethics at the heart of tech and AI. She received the Gender Equality Leader Award at CogX 2020.

In May 2018, Ivana launched the Women Leading in AI network, an international lobby group of women advocating for responsible AI. 

Ivana is Co-editor of the Fintech Circle’s AI Book on how AI is reshaping financial services.

Her first book An Artificial Revolution: On Power, Politics and AI is published by The Indigo Press.

FOREWORD
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EXECUTIVE SUMMARY
Find out about how the incredi-

ble speed and impact of AI will 
affect your sector of interest in 
Section 1: The Explosive Industrial 
Revolution:

• Learning from Machines ex-
plores a future where high-
ly-tailored education is wide-
ly available. How will we 
balance the considerable 
advantages, particularly for 
children with special educa-
tional needs and disabilities, 
against privacy concerns?

• Financial Services discusses 
the ongoing trends in Brit-
ain’s world-leading financial 
sector and what we can learn 
from the early adoption of AI 
in this field

• Law, Order and Governance 
explores Home Office issues 
around face recognition, pri-
vacy, and summarises the re-
sponse to the NHS COVID-19 
tracing app

• Equality and Biases discuss-
es the ongoing challenges in 
ensuring technologies do not 
entrench existing harms

• Health envisions a future 
AI-powered healthcare sys-
tem, with major potential 
benefits for prevention and 
care

• Defence and Cyber reveals 
concerning applications of 

AI already used in the old 
battlefront where drones are 
replacing soldiers, and in the 
new battlefront where algo-
rithms battle each other

• Communications discusses 
the immense impact of fake 
communications, including 
the recent usage of GANs to 
cause major political turmoil 
in large countries

Research in Section 2: Global 
Competition contains histories 
and current strategies of three 
main blocs: the US, the EU, and 
states in East Asia:

• See State of Play for a global 
history of AI and a glossary of 
common industry terms

• America tackles the pre-
conception that the US gov-
ernment is more libertarian 
than ours with regards to 
state intervention, and what 
they have done in the past 
to ensure that their sectors 
of interest emerge as global 
leaders

• EU looks at recent successes 
of the bloc, but also points 
out limitations and what the 
UK can do post-Brexit that 
the EU cannot

• East Asia considers the tech-
nologically advanced but 
more authoritarian states 
who are using AI in a very dif-

ferent way than we are

• Foreign Policy considers the 
use of AI as a global political 
weapon

Section 3: Conclusions: Policy 
Proposals is the key section for 
policymakers to consider when 
drafting or amending bills on data 
or AI:

• Embracing the Potential: Pro-
posals for an AI Regulator 
brings together common con-
clusions from all of the above 
research to lay out what ex-
actly a UK AI regulator should 
look like and needs to be to 
succeed in making the UK a 
world leader in AI

• Data Saves Lives - Consider 
it Vital Infrastructure tackles 
vital considerations about 
data which are missing from 
the current Government

• Creating a Fair & Competi-
tive Marketplace summarises 
existing economics research 
and commentary and pro-
poses solutions to better the 
existing environment

• Outcomes of a Responsible 
Regulatory Model lays out a 
vision of our future country if 
all the considerations above 
are taken into account. 

EXECUTIVE SUMMARY
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AN EXPLOSIVE
INDUSTRIAL
REVOLUTION

SECTION 1
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LEARNING FROM MACHINES

Introduction

Where we are, and where we could go

EdTech companies and re-
searchers are making radical 

and dramatic changes to learning 
through the use of AI. We are see-
ing a wide range of applications 
and ideas, some of which will have 
(and are already having) a serious 
impact on education. 

Moving too fast without thought 
risks causing harm, but moving too 
slow could lead to missed oppor-
tunities and increased inequality. 
We cannot duck out of this debate 
- companies and other countries 
are starting to utilise it heavily, and 
UK schools are starting to use this 
technology, without clear overarch-

ing guidance1. The range of tech-
nologies and approaches offers an 
opportunity to reevaluate and even 
expand our goals in education, but 
without clearly defining what we 
want to achieve we risk letting AI 
systems and approaches develop 
that exacerbate the existing prob-
lems in our education system. 

We approach this by first giving an 
overview of the current state of play 
and the directions AI in education 
is going in - the opportunities and 
risks, what it looks like for students, 
and, often less discussed, how AI 
will affect teaching - particularly 
from a teacher’s perspective. Then 

we will discuss three universal is-
sues - data security, surveillance 
and discrimination/bias. We have 
primarily focused on schools, but 
many of these lessons apply to 
adult education too. We talk a lot 
about the issues of AI in this paper, 
because we are cautiously opti-
mistic that there are great oppor-
tunities, whilst being realistic that 
these can only be truly unleashed 
if we resolve these barriers. We 
are very much at the start of our 
national journey of AI in Education, 
and the UK has an opportunity to 
define and lead the way in how 
ethical, effective, and educational 
AI will look. 

More understanding, better learning and happier students?

By Tom Grand and 
Kamal Puwar

Improving learning with AI fits 
into two main categories: under-

standing learning (e.g. through 
more effective assessments2) 
and personalising learning (adap-
tive instruction, but also broad-
er curriculums and adapting to 
students’ emotional and other 
needs3). The opportunities they of-
fer could significantly change edu-
cation for students.

One of the big issues in education 
is understanding what has been 
learned. At a government level, we 
can only glean partial views of peo-
ple’s talents (GCSEs, for example, 
are a momentary snapshot) - and 
for schools/teachers there’s often 
a trade-off between spending time 
measuring learning (to measure 
how to help), and actually helping 
improve it4. AI offers a way to im-
prove the depth and breadth of un-
derstanding of what students ac-
tually know. Depth means we can 
gather more data on an individual 
student’s skills (e.g. using automat-
ed systems which both teach and 

assess simultaneously in a way a 
teacher cannot) but also that we 
can gain more insights by com-
paring individual students’ data to 
others. This enables us to learn 
precisely where the student is go-
ing wrong and why. Breadth means 
that we can measure a broader 
range of skills - including soft skills 
which have been much harder sys-
tematically to assess. UCL Knowl-
edge Lab has developed a system 
called AIAssess which not only 
monitors knowledge but metacog-
nitive skills - like how aware they 
are of their own understanding and 
how to improve it5. Betty Brain, an-
other AI system, trains and tests 
students on how good at teaching 
they are6.

This offers changes to the class-
room, through supporting students 
with more individualised advice, 
but also with better measures of 
soft skills and better ways to see 
which interventions help the best. 
This also offers the opportunity 
to change the GCSE exam - in-

stead of the stressful end of year 
snapshots we could use longer-
term data from the classroom, to 
achieve a more balanced view of a 
student. The system would be fair-
er as it would be harder to game, 
and would reduce inequalities that 
come from better exam training in 
some schools7. This opportunity is, 
in fact, one of the Department for 
Education’s (DFE)  ‘EdTech Goals’8. 

Better knowledge of students’ cur-
rent skills enables more personal-
ised learning, the most prominent 
of which is adaptive instruction. A 
teacher cannot adapt their rate and 
style of teaching simultaneously 
with 32 or more students in a class. 
However, AI systems like UpLearn 
in the UK9 or SquirrelAI in China10 
are starting to provide personal-
ised adaptive instruction. Squir-
relAI runs software where students 
are taught and given guidance and 
practice questions, adapting the 
rate as it tracks student progress - 
with a teacher monitoring and inter-
vening where the AI system cannot 

LEARNING FROM MACHINES
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There are essentially two choic-
es - decreasing the use of 

teachers (both physically and in 
decision-making) or giving teach-
ers more time and a new set of 
tools to use. A lot of the empha-
sis on AI in education seems to be 
around the first, especially given 
the teacher recruitment crisis, “in 
the 12 months to November 2017... 
over 50,000 qualified teachers in 
England left the state sector, equiv-
alent to one in ten teachers leaving 
the profession”24, but also in order 

to cut costs. This would miss out 
on maximising the potential for AI, 
not only to improve learning, but to 
empower teachers more, and even 
improve retention25.

If it becomes one of the goals of 
AI in education (or an acciden-
tal result) to reduce the need for 
teachers, it will shape our choices 
towards approaches that may not 
benefit either student or teacher. 
This is not just about removing 
face time with teachers but reduc-

ing the teacher’s role in deciding 
the curriculum and rate of learn-
ing (since AI systems like UpLearn 
already have these baked in26). 
Learning analytics, in Higher Ed-
ucation since 2011, has shifted fo-
cus on numerical values away from 
professional judgement - and AI 
offers even more ways to meas-
ure externally, without intervention 
from teachers, or lecturers27. Even 
if it is not a goal, teachers could 
face scrutiny in being asked to ex-
plain why they did not follow an 

A tool to remove teachers, or a new tool for teachers?

help any further11. UpLearn12 has a 
similar model where students use 
an AI guided system but get tutor 
support alongside. Though some 
remove human elements altogeth-
er, like Pearson’s Aida - a Calculus 
app which provides adaptive ques-
tions and guidance13.

Some studies have suggested that 
AI-based adaptive learning algo-
rithms - like those above -  could 
improve student learning rate by 
up to 75% higher test scores a 
year14. Although this is still highly 
debated15, they are nonetheless 
promising (and potentially dramat-
ic in its impact over how much stu-
dents could learn over their whole 
school career). In the short term, 
these could be used as interven-
tions by schools with small groups, 
to support students falling behind, 
or those with Special Education 
Needs or Disabilities (SEND), for 
example. Whilst adult education, 
these low-cost systems could be 
highly effective in helping people 
reskill and change jobs  - as plat-
forms like Coursera look to use AI 

too (ironically, there could be AI el-
ements, in a course on AI16)!

There is scope not just to per-
sonalise the instruction but also 
the whole learning experience. A 
particular benefit of more person-
alised learning may come to help 
those with SEND. The pooling of 
data on how specific students in 
rare categories learn best could 
be a huge advantage of AI which 
is trained on large datasets, likely 
across the world17. We are already 
seeing smaller tweaks like using 
text to speech to help many stu-
dents effectively understand exam 
questions/answers18. There are 
wider changes which are becom-
ing available where we can use 
technology to identify students 
with SEND better but also find 
ways to support student well being 
- as one AI system being used to 
support mental health being used 
in UK schools shows (this will be 
discussed in more in the later sec-
tion on surveillance)19. 

There are fundamental issues of 
data security, discrimination, intru-

siveness, and teacher oversight 
that will be discussed in depth fur-
ther on, but educationally, there is 
also the complaint that AI is not the 
best solution for a lot of the prob-
lems it claims to solve. The lack of 
focus on soft skills in schools is not 
fixed by adding exams for them, 
for example. AI could absorb and 
exacerbate issues in our current 
system. And all these approaches 
are not moving at the same pace - 
standardised tests and more rigid 
instruction methods have simpler 
goals, require less data and hence 
are easier to make AIs for (but 
may also oversimplify what learn-
ing actually means in doing so20). 
The more idealistic goals of more 
holistic assessments21, genuine-
ly personal learning and freedom 
of choice require more general 
AI, more complex data and, likely, 
experts to work on deep and rich 
curriculums22. Most likely we will 
want a mix of approaches, but we 
won’t get that without strong advo-
cates for less rigid approaches and 
a clear definition of our goals of AI 
in education23. 
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The future of AI in education?

Control of data is potentially 
one of the most urgent and 

significant areas of AI in educa-
tion that needs to be addressed. 
AI systems often need a lot of 
data to train on, and even more 
to continue to monitor their effi-
cacy, including checking for bi-
ases. There could be increasing 
amounts of sensitive personal data 
being obtained - the combination 
of emotional wellbeing, learning, 
what activities students are do-
ing, and many other data points. 
This would give a lot of power to 
potential abusers who sought to 
identify vulnerable students, for 
example35. This would be a par-
ticular risk if data or systems were  
linked up between public sector 
services36. Schools and groups like 
Multi-Academy Trusts and Local 
Authorities will need clear guid-
ance and robust systems to control 
who can access what, ensure good 
use, prevent abuse and secure 
data from hacks. The guidance is 
unclear - the DFE’s data protection 
toolkit for schools is still in beta 
from 201837. This is despite the DFE 
pushing for increased cloud usage 
(and hence the potential for more 

centralisation of data) in schools38.

Ensuring standards across insti-
tutions is particularly challenging 
when we have a highly fragmented 
educational infrastructure and dif-
ferent contexts. Students change 
between many different institu-
tions within education (primary, 
secondary, university; state, pri-
vate) and private companies may 
be servicing the data too39. A lot of 
government advice on data usage 
and security is still difficult to put 
into practice40.

This also suggests a likely expan-
sion of a teacher’s safeguarding 
role and schools’ data security 
roles. Teachers are on the frontline 
using systems and accessing stu-
dent data and will be the first port 
of call to check they are safe, mak-
ing sure only the correct people 
can access certain data, and meet-
ing guidelines. Beyond this, we will 
need them to provide oversight 
and evaluate their efficacy - lack of 
understanding will make it hard to 
spot and challenge systematic er-
rors41. Their role in communicating 
information about data gathered 
and different autonomous systems’ 

decisions to students, guardians 
and other stakeholders will be vital 
in ensuring safe use and the pro-
tection of students - many of whom 
will struggle to understand the se-
riousness or impact of the informa-
tion they are sharing42.  

We will also need to think about 
the relations between the public 
and private sector - overly rigid 
regulation will prevent adoption 
in schools. But also a lack of clar-
ity could cause lots of schools to 
not use approaches that could be 
beneficial. Currently, most AI ap-
proaches - like UpLearn who offer 
“A*-A GUARANTEED or your money 
back”43 in A-level topics they cov-
er,  or Aida a calculus app44 - are 
used mainly outside schools, and 
require payment to access. These 
could end up exacerbating educa-
tional inequality if schools act too 
slow, and access to educational AI 
is essentially defined by who could 
afford to pay45. This is a particular 
concern given that companies out-
side of school may not be subject 
to the same regulatory constraints 
that school providers have (and 
if not, we should also be asking - 
why not?). 

Data - what is actually happening in classrooms?

analytic system’s standard recom-
mendation or be obstructed from 
identifying flaws in a system28.

This does not necessarily require 
a change in the AI systems used - 
those explicitly aiming to remove 
teachers are rare - but in the em-
phasis and who is given control 
over what. In fact, some of the 
first beneficiaries of AI could be 
teachers. Narrow AI systems could 
be central - as they can be good 
at replicating many of the routine 
repetitive tasks teachers do, such 
as data collection and marking and 
assessments (Ofqual is starting to 
look at this for GCSE’s, with AI as 
secondary markers29) decreasing 
pressure on staff, and in turn, im-
proving teacher retention and free-
ing up time for human-only tasks. 

As shown by the DfE’s EdTech 
strategy (though this rarely men-
tions AI) their goals are much more 
about freeing up teacher time - 
cutting marking time on GCSEs by 
20% for example30. Systems like 
SquirrelAI do not have to be disem-
powering but, if given to teachers 
to choose how to use it, it can be 
used alongside traditional styles. 

There are grounds for cautious 
optimism. AI could improve teach-
er satisfaction and innovation. We 
can go even further than providing 
tools to teachers - and start to ask 
how we get more teachers and 
students to lead on the implemen-
tation of AI in schools. If we look 
at the rise of flipped learning or 
reverse classrooms - for example, 
watching Youtube video tutorials 

at home so students can do more 
deeper/challenging work in class 
- empowering teachers is likely to 
lead to unexpected and valuable 
examples31. Encouraging the shar-
ing of ideas and best practice will 
be essential. DfE has already intro-
duced an EdTech market place and 
co-produced with the Chartered 
College of Teaching a FutureLearn 
course32 on using technology well 
in the classroom33. However, these 
do not explicitly discuss AI systems, 
and adoption rates are still relative-
ly low (teachers often end up hav-
ing to do this sort of CPD in their 
spare time). Even more exciting is 
the call for more cross-functional 
teams which develop AI systems - 
combining engineers and teachers 
to design systems together34. 
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Surveillance Education

A glimpse into a Chinese pri-
mary school which is piloting 

AI in education can give us an 
insight into one possible future 
of the classroom. The Jinhua Xia-
oshun school in the Zhejiang prov-
ince of Eastern China trialled an AI 
system which required students to 
wear a metallic headband across 
their foreheads. These headbands 
measured the students’ concen-
tration by collecting neural data 
through three electrodes: two 
behind the ears and one on the 
forehead. The headbands display 
an LED light across the top to in-
dicate the ‘concentration level’ of 
each student. A red light would 
signify that a  student is deep-
ly focused, whereas a white light 
would indicate they are ‘offline’, an 
oddly dehumanising word used by 
a student at the school. The neu-
ral information is then sent to the 
teacher to identify who is paying 
attention, before being forwarded 
to a group chat for parents. One 
student claims his parents pun-
ished him for ‘low attention scores’.

The school has also installed sur-
veillance cameras that monitor 
how often students yawn or check 
their phones during class. Their 
school uniforms contain chips that 
track their locations. Teachers (and 
students) in the school speak high-
ly of the improved grades seen as 
a result of the technology. If such 
facial recognition and surveillance 
technology raise the ‘attention lev-
els’ and grades of students, should 
we even be concerned with their 
invasiveness?

French Marxist philosopher Louis 
Althusser polemically argued that 
schools transmit and perpetuate 
capitalist principles (such as com-
petition) and instil subservience to 
authority46. The Jinhua Xiaoshun 
school epitomises how AI can bring 

this capitalistic vision of education 
to new levels. It is not difficult to 
see how an AI system which su-
perimposes a coloured rectangle 
on a student’s face, either reading: 
“ID: 000010, State 1: Focused,” or 
“ID: 000015, State 5: Distracted,” 
can further encourage principles 
of competition. Encouraging such 
a competitive atmosphere runs the 
risk of transposing the education-
al inequality that we see amongst 
schools to within classrooms. 

Considering Althusser’s idea that 
schools instil subservience to au-
thority, it is not difficult to see how 
authoritative tendencies in schools 
can lend to systematic abuse. 
Hartzog and Selinger write that fa-
cial recognition software is intrin-
sically oppressive and argue that 
‘the sheer intoxicant of power will 
tempt overreach, motivate mission 
creep, and ultimately lead to sys-
tematic abuse’47. 

The image painted of the Jinhua 
Xiaoshun school may seem both 
dystopic and distant, but here in 
the UK, 50,000 students at 150 
schools are having their mental 
health monitored by AI systems 
to detect self-harm and bullying in 
201948. At first glance, this appears 
as though it is in stark contradistinc-
tion to the Jinhua Xioshun model, 
as it emphasises student wellbeing 
rather than grades. However, the 
University of Buckingham’s report 
on Ethical AI in Education raises 
the concern that pastoral AI sys-
tems as such could fail to identi-
fy urgent safeguarding needs to 
protect vulnerable students49. The 
report also highlights the possibil-
ity that the data gathered by such 
software (such as an individual’s 
focus level or emotional status) 
can be used in detrimental ways. 
They give the example of oppres-
sive states using such data to iden-

tify non-compliant individuals50. 
This poses the question: where is 
the line between measuring a stu-
dent’s mental health, and corre-
lating it with school performance, 
changing sets and preemptively 
finding children with lower mental 
health as potential non-compliant 
individuals?

If we were to transpose the ‘suc-
cessful’ results from the Chinese 
model onto education in the UK, 
there is potential for an increase 
in grades. However, this might per-
il other purposes of schools, such 
as effective pastoral care and re-
lationship-building skills. As Didau 
and others note, a lot of learning in 
traditional schools is not explicitly 
taught, but instead learnt through 
the modelling of teachers and ob-
servation of interactions between 
the teacher and other students. 
There are many valuable ‘hidden 
lessons’ within schools about con-
flict resolution and interpersonal 
relationships which teachers mod-
el day in, day out51.

Enhanced principles of competi-
tion and a hyper-focus on grades 
have both defined and ravaged 
the modern educational system in 
Britain. On a macro scale, the per-
ceived importance of being placed 
on national and regional league 
tables has encouraged an atmos-
phere of competition between 
schools, rather than collaboration. 
Consequently, this has encouraged 
middle-class parents to relentless-
ly find a way to push their children 
to the best schools, leading to 
furthered educational inequality 
by driving down standards at less 
popular schools. A study by the 
University of Bristol52 also found 
that league tables punish and re-
ward the wrong schools as they fail 
to take into account factors such 
as pupil ethnicity, deprivation and 
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With a 13.2% attainment gap 
between the likelihood of 

white students and BAME stu-
dents achieving a  First Class or 
Upper Second Class Honours at 
university54, it is crucial to ensure 
the gap is not further exacerbated 
at a primary or secondary school 
level. With this in mind, we must 
consider whether AI will ameliorate 
or worsen such inequities. 

Facial recognition software works 
by schematically extracting rep-
resentations of facial features cap-
tured by digital video image, as-
signing numerical values to these 
representations, and computation-
ally making comparisons between 
these values and existing data of 
previously analysed faces55. As a 
result, such software has the poten-

tial to  engender racial and gender 
biases. A US federal study of the 
most widely used facial recognition 
algorithms found that  the majority 
appeared to sustain racial bias, as 
there was a higher rate of misidenti-
fication for Asian, Black and Brown 
faces in comparison to White fac-
es56. It is not difficult to imagine the 
discriminatory consequences algo-
rithmic biases may have for BAME 
students. Stark warns of the con-
sequences of racial biases in facial 
recognition software as he writes, 
‘If human societies were not rac-
ist, facial recognition technologies 
would incline them toward racism; 
as human societies are often racist, 
facial recognition exacerbates that 
animus’57.

Andrejevic and Selwyn write that 

facial recognition technology will 
perpetuate racialised class hier-
archies as such technology fore-
grounds fixed attributions of stu-
dents’ race, but also gender58. 
From an intersectional lens, dark-
skinned women are the most sus-
ceptible to discrimination, as Steve 
Lohr notes, ‘the darker the skin, 
the more errors arise—up to near-
ly 35 percent for images of dark-
er skinned women’59. Buolamwini 
and Timnit’s ground-breaking re-
search found that IBM’s facial rec-
ognition software had a 0.3% error 
rate for lighter-skinned males and 
a 34.7% error rate for dark-skinned 
females60. All other classifiers 
(Microsoft and Face++) also per-
formed significantly better on light-
er-skinned male faces61. 

Introducing surveillance AI, 
particularly facial recognition 

technology, into schools has a 
demonstrable propensity to per-
petuate class, gender and racial 
disparities. It is not unfathomable 
that technology can ameliorate 
the discriminatory proclivities of 
facial recognition software in the 
future, however it is also clear that 
we are not close to achieving this. 
Anrejevic and Selwyn succinctly 
write, of facial recognition soft-
ware in schools, ‘any ‘added value’ 
or gained ‘efficiencies’ are out-
weighed by the consequences of 
automated sorting and classifica-
tion for students.62’

If AI technology is implemented 
too quickly without care, we risk 
systematic errors - like the mis-
marking of exams63 or systemat-
ic biases, for minority groups, but 
also for groups where data might 
be more scarce (e.g. non-neuro-
typical students may not respond 
as well to new instructive models 
which have been built with data 
primarily focused on neurotypical 
students.)  However, acting too 
slow could also increase educa-
tional inequality as is likely that pri-
vate schools, and wealthy parents, 
will obtain access to AI technology 
to advantage their children, at least 
academically, which would further 
widen the attainment gap. 

A neglected area of research in 
AI education is its impact on adult 
education and SEND. We acknowl-
edge that there are advantages 
of AI education, and there may be 
even more in the future. Howev-
er, data and surveillance are sig-
nificant issues to address as they 
reflect wider societal issues. It is 
when we address these barriers 
that we can begin to embrace AI 
as a tool to improve education. 
The implementation of AI educa-
tion must also occur in a fairer ed-
ucational system with less dispar-
ity between schools. If we are to 
introduce AI systems, which have 
many gradients in their efficacy 
and quality, we must ensure that 

Does AI discriminate?

Conclusion

SEND. When we consider these 
variables, a fifth of schools see 
their national league table position 
change. The resulting competitive 
atmosphere encourages schools 
to act as marketing enterprises, 
placing sole value on the immedi-
ate results and sacrificing other vi-
tal purposes of schools. 

With 4.2 million children living in 
poverty in 2018 and 201953 (that 
is nine in a classroom of thirty), 
schools must offer more than the 
minimum GCSEs required for Fur-
ther Education. Pastoral care and 
personal edification are essential 
purposes of schools and can more 
than often contribute towards edu-
cational attainment. There is a dan-

ger that a hyper-focus on grades 
and ineffectual digitisation of pas-
toral care may reduce schools to a 
societal mechanism which perpet-
uates class disparities and ignores 
risks to vulnerable students. 
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There are three aspects which 
need to be balanced when 

applying AI in an educational 
context: safety; equity; and pro-
gress, and have made recommen-
dations to help maximise each 
element. These are some, but not 
an exhaustive list of, policy recom-
mendations. We would particularly 
recommend looking at guidance 
produced by the Institute for Ethi-
cal AI in education and their interim 
report too.

Safety - making sure data is se-
cure, and students are kept safe 
from their data being misused.

1. Update the data security 
toolkit (still in beta from 2018) 
for schools64.

2. Cloud software services: up-
date the list of companies that 
have filled in a self-certifica-
tion for security standards (not 
updated since 201765), look to 
expand the scope of the ques-
tions asked and organisations 
included. And expand the 
self-certification checklist to 
beyond cloud providers to all 
AI providers for schools.

3. Start talks with teaching bod-
ies, unions, research groups 
about what safe AI in educa-
tion looks like, with a goal to 
form  guidance (e.g. a frame-
work) for teachers and schools 
on how to monitor technolo-
gy effectively. Furthermore, 
look into questions about who 
should own educational data 
obtained by companies servic-
ing schools and how students 
and schools are compensated 
better for the value it brings to 
companies.

4. Consider measures controlling 
the use of  facial recognition 

software in schools until dis-
criminatory consequences are 
understood better and set out 
in a fair usage framework.

Equity - making sure all students 
benefit fairly from AI in education.

1. Encourage more investment in 
research into using AI to sup-
port students with SEND and 
from known disadvantaged 
groups.

2. Developing standards for 
measuring disparity, bias, or 
discrimination in data-con-
suming and AI systems, and 
perhaps a self-certification 
checklist (this doesn’t neces-
sarily need to be compulsory, 
but could be useful if it was, 
the main thing is who has and 
hasn’t and what they filled in 
should be easily accessible 
- on the EdTech marketplace 
for example.) This would help  
schools to make sure AI prod-
ucts are not disadvantaging 
some pupils more than others.

3. Examining the potential of  
using AI tutoring systems at 
schools as a way to provide 
support to students who are 
falling behind: for example, in-
terventions for pupil premium 
kids.

4. Re-evaluating the EdTech mar-
ketplace, school procurement 
processes, and resources for 
teachers to improve market 
transparency and deliver the 
best solutions for students with 
SEND and from disadvantaged 
backgrounds.

5. Creating a consistent standard 
of outcomes across schools, 
and the ability for schools and 
researchers to monitor exter-
nal providers’ equality of im-

pact. 

Progress - making sure AI in edu-
cation does help improve learning 
and student well being.

1. Set up an EdTech hub for 
England (Wales, Scotland and 
Northern Ireland all have them) 
- for greater knowledge shar-
ing, and as part of that, a more 
definite plan to spread best 
practice and innovation be-
tween schools without increas-
ing workload66. Ensure that all 
four the EdTech hubs have 
strong links to any national AI 
regulator or auditor to ensure 
that there is no overlap of du-
ties and a clean regulatory 
landscape to foster innovation.

2. To continue work on the 2019 
EdTech targets - but also to 
add more expansive targets 
on teacher workload (e.g. tar-
gets to cut marking in total, not 
just exams) and equality of out-
comes. 

3. Investment in research be-
hind using AI in more holistic 
assessments - i.e. options be-
yond our current ‘end of year’ 
exam heavy model, using data 
over a longer period of time, or 
assessments which are more 
soft skills focused67. 

4. Increase the focus on ‘ex-
planatory learner models’ - AI 
systems that aim to under-
stand how students learn and 
provide actionable and un-
derstandable information for 
teachers and students, rather 
than just act as “black box” un-
explainable models68.

5. Look for ways to encourage 
companies to involve teachers 
and students in the design and 
development of AI systems. 

Policy recommendations

there is no better technology for 
some students and worse for oth-
ers, as this would further drive in-
equality in education and society. 
There must also be clearer guid-

ance, safeguarding and teachers 
and students must be consulted in 
the processes of developing and 
implementing these systems. AI is 
increasingly becoming an unequiv-

ocal reality, and with the appropri-
ate considerations, there is scope 
for the UK to lead the way for eth-
ical and effective AI in education. 
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MONEY MACHINES: ARTIFICIAL 
INTELLIGENCE AND FINANCIAL SERVICES

We are not at Day Zero when 
it comes to AI in financial 

services; firms across the finan-
cial ecosystem have been exper-
imenting with such technology 
for years.  Adoption is ahead here 
than other sectors: within financial 
services, there are strong levels of 
technological sophistication and a 
long, if not always storied, history of 
algorithmic and data-driven think-
ing. Most importantly, the commer-
cial imperative is real - data is an 
‘edge’ for such firms, so using that 
data in ever more intelligent ways 
via AI is a tangible competitive ad-
vantage.

Notably, AI is not always just win-
dow-dressing within the industry, 
or confined to a few isolated use 
cases. There is commonly a de-
gree of exaggeration for marketing 
purposes, but AI is playing an im-
portant role in several areas with-
in financial services. The ability to 
identify patterns and connections 
across huge datasets means that 
AI is proving especially promising 
in the areas of, for example, fraud 
detection and risk management. 
And of course some firms are us-
ing the technology for investment 
management purposes: as early 

as 2016, market researcher Preqin 
estimated that some 1,360 hedge 
funds (roughly 9% of all funds) 
made a majority of their financial 
trades using computer models1. 
Naturally, not all these models will 
be AI-centric, but such techniques 
will become more prevalent over 
the coming years with increased 
commercial and academic atten-
tion.

Importantly, AI is not just creat-
ing back office efficiencies. AI in 
fact already touches many UK 
consumers’ lives in two key are-
as: customer experience and loan 
decisions. In the UK an significant 
enabler here has been Open Bank-
ing, mandating that banks secure-
ly open up their customer data to 
third-party developers, resulting 
in richer, more holistic and stand-
ardised consumer datasets. Com-
bined with advances in Natural 
Language Processing (NLP), this 
has enabled businesses like British 
startup Cleo which offers automat-
ed financial advice via a chatbot 
interface. In fact, the global growth 
in ‘robo-advisory’ apps, offering 
automated financial advice and in-
vestment management, has been 
marked - some estimates suggest-

ing that assets under (robo)man-
agement could hit $4.1 trillion by 
20222. The robots aren’t coming; 
they’re already here, and manag-
ing people’s cash.

Startups like Cleo and other ro-
bo-advisor apps are an important 
part of the picture, but incumbent 
financial services institutions are 
also adopting AI at a growing 
pace. Two thirds of respondents to 
a study led by the Bank of England 
claimed to be using Machine Learn-
ing in some form, with the most 
common use cases cited being 
anti-money laundering (AML) and 
fraud detection alongside custom-
er engagement. According to this 
same study, the median insurance 
firm has 7.5 live machine learning 
(ML) applications and the median 
banking firm has 5.5 - while ‘the 
typical firm expects to make, build 
or deploy close to 20 applications 
within the next 4 years’3. Financial 
services firms are both building 
such applications wholesale them-
selves and also using third-party 
software providers to do so, in-
creasing regulatory attention to 
the ways in which data is stored, 
protected and shared between dif-
ferent entities. 

Yet, while AI usage is increas-
ing, the regulatory framework 

concerning these technologies is 
still taking shape. In the absence 
of a standalone, AI-specific regula-
tor, oversight of its use in the sector 
comes from existing bodies adapt-
ing their guidance for this new 
context. Regulators look to remain 
principles-based and ‘technology 
agnostic’: that is, focused on pro-
tecting consumers and preventing 
abuse, irrespective of the specific 
technical details.

For the time being then, regulatory 
direction comes from a patchwork 
of sources. Sector bodies like the 
Bank of England and the Financial 
Conduct Authority naturally play 
a high-profile role, recently estab-
lishing a Public-Private Forum to 
better understand the current use 
and impact of AI and assess gaps in 
current guidance for firms4. But for 
the time being this remains largely 
consultative, and they have not is-
sued a definitive regulatory frame-
work for AI in financial services; the 

EU’s General Data Protection Reg-
ulation (GDPR), supplemented by 
the UK Data Protection Act 2018, is 
in fact the most meaningful piece 
of legislation when it comes to AI 
models involving the use of per-
sonal data. Alongside this, the UK 
Information Commissioner’s Office 
- the independent regulatory body 
charged with enforcing GDPR with-
in the UK - has itself produced a 
draft framework for firms to au-
dit the compliance of AI solutions 
with data protection obligations. 

The patchwork regulatory landscape

By Kyran Schmidt

FINANCE
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A better financial system for consumers - with caveats

The use of AI models in assess-
ing credit risk and making loan 

decisions brings the importance of 
anti-discrimination legislation to 
light, for such techniques risk ex-
acerbating existing unfairnesses. 
Entrusting loan decisions to (more) 
objective, data-driven models has 
much to commend it, in theory: the 
role of unconscious, face-to-face 
human bias in making such deci-
sions is reduced, and firms can pro-
cess far larger volumes of requests 
by automating those decisions and 
incorporating non-traditional data 
sources into their models. Smaller 
loans become more economical as 
a result of reduced human-in-the-
loop costs; AI therefore has the 
ability to boost financial inclusion, 
compared to traditional methods5. 
It is also worth noting that AI also 
unlocks policy options - for exam-
ple, enabling earlier intervention 
by firms when it comes to detect-
ing vulnerable-looking customers, 
such as problematic gamblers.

Automation of credit decisions is 
already happening: in a study led 
by the World Economic Forum, 
38% of respondents in the Depos-
its and Lending sector reported 
using AI-enabled credit analytics6. 
One firm at the forefront here is 
Ant Financial, a spinout of Chinese 
e-commerce giant Alibaba, which 
relies heavily on a ‘digital core’ 
to ‘handle some of the most criti-
cal processes and operating de-
cisions’ in consumer lending and 
other financial services products7. 
Ant’s ‘Zhima Credit’, more com-
monly known as ‘Sesame Cred-
it’, taps into a user’s transactional 
history in the Alibaba e-commerce 
ecosystem and combines that with 
other behavioural indicators to 

provide credit scores.

By leveraging non-standard data 
points in their models, Ant is able 
to offer loans to segments of the 
market which are traditionally un-
derserved by other providers. 
Yet, such offerings can still also 
unfairly discriminate by favour-
ing those with higher levels of 
education and social connection 
in their scoring attributes, to the 
detriment of financial inclusion8. 
Even with models that do not lev-
erage some of the behavioural in-
dicators which Ant does, there are 
reasons to worry that increased 
AI usage may exacerbate bias in 
consumer lending decisions; for 
example, a 2019 study by Berke-
ley academics of discrimination 
in the American mortgage market 
found that “at least 6% of Latinx 
and African-American applications 
are rejected… [which] would have 
been accepted had the applicant 
not been in these minority groups. 
This amounts to a rejection of 0.74 
to 1.3 million creditworthy minority 
applications.”9 

A big part of the problem here is 
that the datasets used in such 
models often crystallise existing 
biases and patterns of unfairness. 
For example, if a borrower seg-
ment has historically been denied 
credit for non-commercial reasons 
(e.g. discrimination on the basis of 
ethnicity, race, gender or religion), 
then “the results will be contami-
nated by the effect of traditionally 
unfair financial exclusion of those 
borrowers, and the model will fur-
ther predict poor credit rating.”10 
Apple’s credit card sparked contro-
versy in 2019 for seeming to offer 
smaller credit lines to women than 

men, with one person discovering 
that, despite living and filing joint 
tax returns with his wife for many 
years, “Apple’s black box algorithm 
thinks I deserve 20x the credit 
limit she does.11” There is no inten-
tion here to discriminate; it is the 
indirect result of the data fed into 
such models. In regulating the use 
of AI in financial services, much 
attention must therefore be paid 
to the types of datasets used and 
corrective actions taken to ensure 
non-discrimination.

Fortunately, this seems to be one 
of the current areas of regulatory 
attention. The ICO, for example, 
recommends that organisations 
“determine and document their ap-
proach to bias and discrimination 
mitigation from the very beginning 
of any AI application lifecycle, so 
that the appropriate safeguards 
and technical measures can be 
taken into account and put in place 
during the design and build phase” 
12. Statistical methods for measuring 
levels of algorithmic fairness have 
also been the focus of research in 
the past years. We might, for exam-
ple, insist upon parity in classifica-
tion levels for different protected 
attributes – in the credit case, this 
could mean similar approval or re-
jection rates for different groups. 
Yet, consensus on the most ap-
propriate measure of algorithmic 
fairness has not been achieved; 
different measures are not always 
reconcilable. As a Google research 
piece notes, “mathematics alone 
is unlikely to lead to the best solu-
tions”13; what is most important is 
choosing some sort of measure 
and justifying its relevance to the 
specific case. 

Lastly, anti-discrimination law also 
comes into play, specifically the UK 
Equality Act 2010 which prohibits 

discrimination based on protected 
characteristics, whether that be via 
human judgments or algorithmic 

decision making. 
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In human-led decision making, 
or even some forms of algorith-

mic decision making, we can at 
least have recourse to explana-
tion. Decisions can be rational-
ised, rightly or wrongly, by those 
taking the decision; a borrower 
was denied a loan because they 
failed to meet a specific criterion. 
Some modern AI techniques, such 
as deep learning, are less amena-
ble to such explanations - deci-
sions are the product of a ‘black 
box’, whose mechanisms and logic 
cannot be easily explained in terms 
we understand. If we are to place 
trust in such models then, we must 
place trust in what goes into them, 
who produces them and how they 
are monitored over time; in effect, 
we require auditability chains for AI 
use cases.

While we cannot always explain 
the precise mechanics by which 
an AI agent arrived at a specific 
decision, what we can explain is 
their input (i.e. datasets) and steps 
taken to ensure such input is fair 
and appropriate. In a regulatory 

context, we should therefore insist 
on increased transparency in algo-
rithmic decision making – espe-
cially so when such services direct-
ly touch the consumer. Financial 
services firms should document 
their technical architectures and, 
before deploying models, justify 
datasets used and steps taken to 
mitigate against bias. In the same 
way financial services firms are 
‘stress tested’ - subject to scenario 
analysis for certain macroeconom-
ic stresses such as drops in GDP 
or changes in interest rates - they 
should also be asked to ‘equity 
test’ certain decision making mod-
els. This could have two parts: first, 
ensuring that the datasets upon 
which a model is based are equita-
ble and appropriate; and secondly, 
simulation testing to confirm that 
certain attributes do not result in 
unfair pricing or denial of financial 
products. To what kinds of deci-
sions these tests should apply, and 
at what scale, should be a subject 
of ongoing debate, and regulators 
should be upskilled to tackle them.

Likewise, we should be paying in-
creased attention to those who 
produce such models and the gov-
ernance structures surrounding 
them; regulatory regimes should 
further increase in scope to cover 
the technical professionals respon-
sible for building such models. As 
the use of algorithmic decision 
making increases, the boundaries 
between IT professionals (former-
ly considered mid-office staff) and 
managers is becoming fuzzier. The 
Senior Managers and Certification 
Regime (SMCR) is a set of regula-
tions introduced in 2016 focused 
on corporate accountability; it in-
cludes provisions for those who 
perform key roles (‘senior manage-
ment’) as well as those who could 
‘cause significant harm to the firm 
or its customers’, and therefore 
need to be certified. The techni-
cal staff who build and deploy AI 
models at firms, such as develop-
ers and data scientists, should be 
increasingly subject to the same 
or a similar certification in light of 
the increased importance of their 
work. 

We can safeguard progress
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THE CHANGING FACE OF PUBLIC ORDER, 
AND THE DIGITAL SELF

The increasing presence of AI 
within our society is already 

having a significant impact on 
governance, law, and order. AI-en-
abled tools for analysing sets of 
data give the state power to make 
detailed observations about hith-
erto unreachable aspects of hu-
man life such as migration, the 
clustering of crime and the spread 
of infectious disease. However, 
whenever states are granted new 
powers, one must ask: how will the 
state wield this new power? And, 
perhaps more importantly, how will 
this affect my ability to be free?

Many are concerned that the state 

will have unregulated access to 
our personal information. Even 
with the introduction of European 
GDPR regulations, it is difficult to 
keep track of our own digital foot-
prints. This leads to a fear of being 
digitally reconstructed or profiled 
using our personal data. In modern 
society, there is not simply a ‘real 
self’, but also a ‘digital self’: a dig-
ital self whom the state and other 
entities may have complete access 
to if not controlled and regulated. 

The fear of the state monitoring 
our data leads to a desire to remain 
‘off-grid’. People are afraid of shar-
ing their daily internet browsing 

history, giving data to private com-
panies such as Apple and Google, 
and even being recorded by their 
own mobile phones. This fear can 
lead to the usage of proxy servers, 
virtual private networks (VPNs), 
and encrypted communications. It 
contributes to a heightened sense 
of unease. The situation is reminis-
cent of a quote by American whis-
tleblower, Edward Snowden: “Un-
der observation, we act less free, 
which means we effectively are 
less free”. 

Considering the nature of data 
as a resource, the important 

questions are not about access to 
our personal data. The state and 
other actors already have a wealth 
of personal and anonymised in-
formation about the public, from 
CCTV camera footage, to commu-
nications metadata, to patient sur-
veys conducted at GP practices. 

The focus is instead on what in-
sights can be drawn from the data. 
AI algorithms can analyse complex 
patterns within large datasets and 
draw conclusions that are not al-
ways carefully scrutinised. Further-
more, the very process of drawing 
these insights raises interesting 
questions about data consent. 

Take the example of a CCTV cam-
era. If we are told that a CCTV cam-
era is installed to monitor a store-
front after a crime was committed, 

to attempt to catch a perpetrator, 
to give security to the store own-
er, and to deter future crime, most 
people would likely consent. Peo-
ple value their safety and the safe-
ty of their society.

If we were instead told that the 
CCTV camera would assign each 
person a unique identity which 
could be detected at the store 
every time we went, and that this 
could be used to understand our 
behaviour as a consumer, it is un-
clear whether people would con-
tinue to consent. 

In both cases, the personal data 
available to the owner of the CCTV 
camera is the same. So while peo-
ple are right to be discerning and 
hard-nosed when consenting to 
give their personal data away, they 
must also be wary of the ways in 
which machine learning and artifi-

cial intelligence are used to draw 
personal insights from that data. 

This paper seeks to clarify some of 
the impacts of government-wield-
ed AI on crime reduction, privacy, 
and justice. Crime reduction tech-
niques such as predictive policing 
may have benefits in terms of effi-
ciency and resource allocation but 
are vulnerable to institutional bias 
and misuse. Location monitoring 
applications may aid contact trac-
ing in pandemics such as COV-
ID-19 but may also require citizens 
to give permissions in an emergen-
cy which may be difficult to revoke 
later. 

Lastly, it is vital that a clear, regula-
tory framework is devised with re-
spect to the usage of personal data 
and anonymised metadata by the 
government. 

Concerns in the age of AI

“There are no private lives. This is a important aspect of modern life. One of the biggest transformations we 
have seen in our society is the diminution of the sphere of the private. We must reasonably now all regard the 
fact that there are no secrets and nothing is private. Everything is public.”

― Philip K. Dick

By Anita M. Chandran

LAW, ORDER & GOVERNANCE
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Predictive policing algorithms 
are susceptible to bias4. Their 

quality depends on the datasets 
fed into them, and any bias pres-
ent within them. Take the example 
of stop and search datasets. Young 
Black men are disproportionate-
ly more likely to be stopped and 
searched than their white counter-
parts5. This is down to police bias, 
which is then reflected in datasets. 
This biased data is then used to 
train the algorithms which deter-
mine the outcome of predictive 
policing. Proper scrutiny of predic-
tive policing algorithms is vital for 
reducing bias. If this does not hap-
pen, formally-defined mathemati-
cal and algorithmic bias turns into 
racism and discrimination.

However, scrutinising the insights 
of algorithms may be difficult. Gov-

ernment contracts are frequently 
outsourced to external contrac-
tors, sometimes using proprietary 
software, which is closed source 
or privately owned. Therefore, it is 
almost impossible to scrutinise ei-
ther by scientific experts or by the 
public. 

As an example, consider the soft-
ware underpinning Microsoft Win-
dows, or Apple iOS. These pieces 
of software cannot be copied, mod-
ified, or shared. All modifications 
and updates must be carried out 
by the proprietor. This makes it dif-
ficult to have full transparency on 
the ways in which these algorithms 
draw insights and conclusions from 
large datasets. It is important that 
software can be peer-reviewed, 
viewed and discussed by the pub-
lic or a representative of the public 

interest.

Moreover, the general public’s lack 
of technical literacy in artificial in-
telligence means that predictive 
policing algorithms are likely to 
be seen as ‘black-boxes’. In other 
words, they are ‘trustworthy, gov-
ernment-certified’ programmes 
which use ‘computational algo-
rithms’ to deliver accurate results. 
This lends legitimacy to any con-
clusions drawn by such algorithms, 
even though those conclusions 
may be factually incorrect, biased 
or improperly scrutinised. Increas-
ing technical literacy of the regula-
tors who represent the public, as 
well as making sure they have the 
remits to properly audit and probe 
these black-boxes, can help pro-
mote safe adoption and usage. 

Predictive policing can have 
other negative consequences. 

Individuals on a list of ‘potential 
perpetrators’ may be profiled or 
targeted unnecessarily. Moreover, 
police are more likely to respond 
aggressively when expecting vio-
lence, which may lead to presump-
tive police force against innocent 

people. When the individuals on 
perpetrator lists are likely to be 
from Black and ethnic minority 
backgrounds due to biased input 
data, this leads to innocent BAME 
individuals being more at risk of 
harm. 

Moreover, preventative policing 

is a strategy which places police 
at the heart of crime prevention 
when it is likely that other methods 
of community support would be 
equally or more effective6. Alterna-
tives to policing may also improve 
between disenfranchised commu-
nities, communities of colour, and 
the state. 

Bias and scrutiny in predictive policing

The consequences of predictive policing

There is a certain political appeal 
to the phrase ‘preventing crime 
before it is committed’. It is rem-
iniscent of Tony Blair’s 1993 slo-
gan: ‘Tough on crime, tough on the 
causes of crime’. The prevention of 
crime before it is committed is the 
central goal of predictive policing. 

Predictive policing uses data anal-
ysis to predict and prevent future 
crime, based on probabilities cal-
culated from past crime data1. Pre-
dictive policing software uses AI 
to determine individuals at risk of 
committing crimes, as well as the 
locations and timings where crime 

is likely to occur2. This allows law 
enforcement to efficiently utilise 
their resources, pre-empting crime 
and preventing criminal behaviour.

Predictive policing works in two 
ways. The first is by analysing 
crime data to determine the hot-
spots where crime is likely to occur 
and at what time. Machine learning 
software searches for patterns and 
correlations in large crime data-
sets. A map is drawn, allowing po-
lice to respond early. 

The second method in standard 
predictive policing algorithms is 

to identify potential offenders of 
crime. To do this, the social net-
works of past offenders are ana-
lysed to produce a list of ‘at-risk’ 
individuals. These individuals can 
then be monitored, offered home 
visits from the police, or directed to 
support services. 

At least 14 UK police forces are 
already attempting to implement 
predictive policing3. However, im-
plementation before sufficient reg-
ulation and consideration can be 
harmful and divisive. 

Predictive policing and crime reduction
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COVID-19 and contact tracing software

Recently, with the spread of 
a new viral pandemic, a new 

term has made its way into the 
sphere of public discourse: ‘con-
tact tracing’. Contact tracing refers 
to the Government’s      ability to 
track the movements of infected 
individuals and reduce the spread 
of infectious disease. 

Contact tracing can be done 
through contact tracing applica-
tions (‘apps’) where citizens give 
up data such as location (which 
may remain anonymised) to the 
Government. In exchange, they re-
ceive information about their level 
of risk of contracting the disease. 
This can take the form of increased 
freedom of movement.  

In China, as the COVID-19 lock-
down ended, one such contact 
tracing app was released to some 
effect. This app works on a ‘traffic 
light’ system, analysing location 
data and coronavirus diagnosis 
data from residents’ smartphones. 
Each person is then given a colour 
code which determines their level 
of contagion risk and dictates their 
level of freedom of movement. The 
app is easily installed and used in 
over 200 cities in China by millions 
of people8.  

In cities such as Hangzhou, it is now 
difficult to travel without showing a 
colour code. This means there is 
a level of soft pressure placed on 
citizens to consent to using the 
contact tracing app. While this in-
creases user buy-in and potential 
efficacy of the tracing scheme, it 
may make some citizens feel un-
easy. 

As the tracing software is propri-
etary, the owner company has no 
obligation to be transparent about 
how the data is used to arrive at 
an individual’s level of risk. When 
a reward such as a degree of free-
dom of movement is assigned to 

these classifications, this has the 
potential to slip into difficult territo-
ry: seemingly healthy people being 
denied freedom of movement for 
reasons which are totally opaque 
to them. See the section on China 
on page _ to find out more about 
Chinese deployments of AI.     

The UK version of a contact trac-
ing app, developed by NHSX, will 
require high uptake to be effective 
and for 80% of the contacts of in-
dex COVID-19 cases to be contact-
ed9. Nominally, all data gathered 
will be anonymised, and used for 
health and research purposes. To 
be effective, individuals will have 
to opt into record their symptoms. 
This requires a large degree of 
trust in the government and their 
handling of personal data. 

Initial versions of the app used 
a centralised model, in which 
contact tracing and subsequent 
analysis is done by a central gov-
ernment server (and not on indi-
vidual smartphones). This raised 
concerns about data anonymity, 
with privacy researchers such as 
Dr Yves-Alexandre de Montjoye 
(Imperial College London) outlining 
possible ways for individuals to be 
identified from centralised data10. 
Even though other approaches are 
now being investigated, this has 
impacted public trust. 

One of the main motivators for hav-
ing a centralised contact tracing 
system is so that the government 
can better understand the spread 
of COVID-19. The government can 
verbally assure the public that all 
due diligence will be done when it 
comes to data handling, claim that 
personal information will be delet-
ed, or that secondary usages of the 
data will be carried out with strin-
gent regulation. However, without 
transparency, these reassurances 
become functionally meaningless11.

These privacy concerns may be-
come a barrier to uptake and usage 
of contact tracing apps. This has 
been the case for similar central-
ised contact tracing apps such as 
TraceTogether in Singapore (with 
25% uptake by population) and 
smittestopp in Norway (with 20% 
uptake in the adult population)12 13 

14. If uptake remains low, then con-
tact tracing apps simply will not 
be effective. To increase efficacy, 
governments may make the use of 
contact tracing apps compulsory 
or make their installation a condi-
tion of returning to work. 

Much of the UK population might 
agree with using contact tracing 
apps as a way of reducing the ef-
fects of the COVID-19. However, 
once again, we see the potential 
for huge datasets to be given over 
to the government with limited ac-
countability. It is unclear what later 
analysis may be carried out on this 
data, or how it will be used to make 
inferences about our individual 
health and wellbeing. Even if the 
public consents to data being giv-
en away in an emergency for our 
protection, would we still consent 
if that data were used to form opin-
ions about our personal lives? 

A welcome step taken by the UK 
government is publishing the open 
source code behind the NHS COV-
ID-19 app. This will enable scien-
tists, software engineers and the 
public to access and review the 
app functionality, enabling better 
scrutiny of the contact tracing soft-
ware.

It is worth noting that there are 
other reasons why a lack of scruti-
ny may occur. Firstly, due to a lack 
of technical literacy in the press 
and in the public. This may result 
in concerns about the app being 
poorly communicated from scien-
tists and software developers. It 

Fundamentally, predictive policing 
changes the attitude of policing 
within the state, from a reactionary 

force to a proactive one: a change 
in ‘attitude’ which may amount to 
police departments increasing 

their use of cautionary arrests and 
racial profiling7. 
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The advent of AI creates huge 
opportunities for develop-

ment in our society, particularly in 
the fields of law, order, and gov-
ernance. Though new technology 
will become available to us, the 
effect of uptake, the ethics of data 
storage and the maintenance of 
public trust are vital. 

In the case of policing and police-re-
lated algorithms, data can be bad-
ly utilised or suffer from inherent 
bias. This can lead to further bias in 
outcomes of predictive policing. At 
the very worst, this leaves vulnera-

ble citizens at risk, and leads to ra-
cial profiling. Furthermore, simply 
trusting the outcomes of predictive 
policing algorithms can lead to lack 
of scrutiny and wasted resources. 
Lastly, a reliance on predictive al-
gorithms to inform policing may 
put police at the forefront of crime 
prevention, where other services 
such as community support may 
be better placed.

On the UK COVID-19 contact trac-
ing app lack of clarity on data col-
lection and algorithms applied to 
data can lead to unease, mistrust, 

and lack of user buy-in. This can 
make contact tracing apps inef-
fective. When buy-in does occur, 
it may leave citizens vulnerable to 
having their data analysed in ways 
which they do not understand they 
have consented to. 

It is vital that clear and transparent 
frameworks for protecting individu-
al rights are put into      place, and 
that the government is scrutinised 
for its use of AI in its governance of 
the country. 

Policy recommendations

Large datasets taken from the 
public can be used by govern-

ments to inform law, order, and 
governance. While there are many 
potential benefits to using machine 
learning to aid societal govern-
ance, it is also vital that the rights 
of citizens are protected. 

In Europe, the necessity of ethical 
frameworks in artificial intelligence 
is clear. The European Commis-
sion for the Efficiency of Justice 
(CEPEJ) has already adopted an 
ethical charter on the use of AI 
with reference to judicial systems. 

This framework guides legislators, 
justice professionals and policy 
makers when considering the rap-
id development of AI in the judicial 
system. The CEPEJ ethical charter 
is based on several core princi-
ples: from respecting fundamental 
rights; to preventing discrimination; 
to transparency, impartiality, and 
fairness15. 

The need for robust ethical frame-
works surrounding artificial intel-
ligence also exist in the UK. The 
public are uneasy about AI and 
the ways in which their data will 

be used to govern them. Even the 
most well-intentioned Government 
schemes to use these new tech-
nologies can fall foul of exploita-
tion and structural bias. 

Where it comes to COVID-19, the 
Government and NHSX have es-
tablished an Ethics Advisory Board 
focusing specifically on COVID-19 
app data. More broadly within the 
UK, the Centre for Data Ethics and 
Innovation is an independent ad-
visory board aimed at developing 
governance for AI and data-driven 
technology. 

The need for a robust, ethical framework

also means that non-scientific con-
cerns about the app may go amiss 
in the discourse. 

The sense of urgency afforded by 
a massive global health crisis also 
enables technology to be rushed 

into public usage through neces-
sity, without full consideration of 
loopholes. People are also likely 
to sacrifice privacy for ‘the great-
er societal good’. These sacrifices 
can be buried in the face of more 

pressing current affairs, allowing 
the government to keep expanded 
powers for much longer than antic-
ipated. 
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FIGHTING ENDEMIC BIASES ON THE 
TECH FRONTIER: REPROGRAMMING AN 
ALGORITHMIC PATRIARCHY 

Artificial Intelligence, to the 
average person, invokes im-

ages of a sentient computer over-
lord from science fiction, or David 
Hanson’s social humanoid robot 
Sophia whom Piers Morgan asked 
on a date (and was satisfyingly re-
jected by). 

But it couldn’t be further from its 
remote, mysterious and largely ir-
relevant reputation. In the modern 
world, AI is an integral part of your 
day. Ordered an Uber, or UberEats? 
It uses AI to predict your ETA. 
Stuck in traffic? Your maps app or 
live SatNav will be using AI to pro-
duce more efficient routes for you. 
Googled something? Google’s pre-
dictive analytics will be working to 
generate personally tailored re-

sults. Asked Siri or Alexa anything? 
They both use cloud-based AI tech-
nology. The UK is one of the Digi-
tal 9; a global network of countries 
which use predictive algorithms in 
decision-making, at governmental 
level and many others. The reality 
is, AI is already an integral part of 
our everyday lives. 

AI, and generally, automation, has 
long been considered by compa-
nies as a mechanism to improve 
processes from hiring, to supply 
chains, to using Big Data to pro-
duce data driven conclusions that 
regular management tools strug-
gle to even capture. If you apply 
for a job, your candidacy may well 
be assessed by a neural network 
(systems which loosely model the 

human brain) rather than a human, 
and you’re very unlikely ever to 
know. Companies also see AI as 
the solution to longstanding sys-
temic biases; a machine learning 
algorithm surely cannot have an 
agenda, right? The inductive logic 
here seems reasonable. And yet 
more and more within the industry 
have expressed growing concern 
with its implementation. Instead 
of eradicating biases, research 
is showing that in some applica-
tions of AI, it is instead perpetuat-
ing them. Here we look at the real 
world applicability of AI, how it may 
be further entrenching existent so-
cial inequalities, and how we can 
address these issues. 

An increasing list of very famil-
iar companies are automat-

ing their hiring processes with 
AI programs, including Goldman 
Sachs Group, Hilton Worldwide 
Holdings, Netflix, United, Cisco, 
and Cognizant.

Their rationale is that by automat-
ing this process, they will reduce 
inefficiency, increase productivity, 
and save money. Not only that, but 
they can save huge amounts of 
time and turn gathered data into 
actionable insights at a level which 
has yet to be reached by human 
workers. LinkedIn, the world’s larg-
est professional network, has gone 
further.  It algorithmically ranks can-
didates, assessing their fit for avail-
able vacancies on the website. 
Entelo is a world leading AI-driv-
en recruiting automation platform, 
and according to their report1 sur-

veying hundreds of leaders 
in talent acquisition, 61% of 

recruiters believe that automation 
will also help to eliminate bias and 
nepotism, whilst instead promoting 
a more meritocratic format. But the 
data on the existence of bias does 
not concur.

Recruitment is one of the most sig-
nificant arbiters of equal gender 
representation in society. It informs 
the closing or expansion of the 
gender pay gap, making intrinsic 
bias an inexpressibly serious prob-
lem. In 2014, Amazon started build-
ing AI systems for recruitment giv-
en its spike in employee demand. 

But in 2015, they realised the sys-
tem was processing candidate ap-
plications in a discriminatory way. 
This happened because the data 
which the models were extrapo-
lating from were resumés submit-
ted over a ten year period, which 
predominantly came from men; a 
reflection of institutionalised ine-

quality across the tech industry. 

The system deemed male can-
didates to be preferable and ac-
tively suppressed resumés which 
included the word ‘women’s’ - for 
example; ‘women’s hockey team 
captain’.2 Not only this, but it down-
graded CVs based on candidates 
having graduated from all women 
colleges, and promoted CVs con-
taining verbs more aligned with 
‘masculine’ language such as ‘ex-
ecuted’ or ‘captured’, according to 
inside sources speaking on con-
dition of anonymity.  The project 
has since been disbanded and re-
placed by another which refocused 
on diversity. But the question aris-
es; what about all the women who 
were systematically overlooked 
between 2014 and 2015? They 
will most likely never know, which 
leads onto the next issue in biased 
AI recruitment: justice. 

THE PRESENCE OF AI IN YOUR LIFE: CLOSER THAN 
YOU REALISE

AI hiring automation: downgrading women’s CVs

By Cecilia Eve

EQUALITY & BIASES
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Activists cognisant of the dan-
gers of sexism becoming an 

underlying basis for hiring are 
increasingly concerned about 
transparency in the use of AI.

The Equality Act 2010 makes it un-
lawful for an employer to discrim-
inate against employees because 
of their sex, which is what a plain-
tiff would normally cite as grounds 
for suing for gender discrimination 
in the hiring process. However, a 
prospective employee having their 
resume discarded by an AI sys-

tem might never know it was be-
ing used. Currently, the Computer 
Fraud and Abuse Act (CFAA) in the 
US allows the criminal prosecution 
of bias detectives, researchers and 
journalists who test websites’ hir-
ing algorithms for gender discrim-
ination by uploading dummy CVs 
for example, which is being chal-
lenged by the American Civil Lib-
erties Union. “We are increasingly 
focusing on algorithmic fairness as 
an issue,” said Rachel Goodman, a 
staff attorney with the Racial Jus-
tice Program at the ACLU.3 

Transparency in AI usage is of par-
amount importance here. 

But it’s not just hiring which re-
flects this bias. Facial recognition 
software embedded in most smart 
phones works best for those who 
are white and male, and scoring 
systems, fueled by potentially bi-
ased algorithms, are increasing-
ly being used to make decisions 
about people’s lives in relation to 
finance, jobs and insurance.4 

A common denominator caus-
ally linked to the emergence 

of embedded bias in AI is lan-
guage. 

This can be from the inclusion of 
‘man’ as the primary prefix or suf-
fix for words, e.g. ‘hu-man/kind’, 
‘man-power’ (incidentally, the 
name of the second largest re-
cruitment company), ‘man-made’, 
‘workmen’, ‘man of the house’, 
‘salesman’, and the most obvious 
examples: ‘fe-male’ and ‘wo-men’ 
as being versions of the provid-
ed default; aka men. On the other 
side of the gender spectrum, oc-
cupational terms used in relation 
to women are  often pre-modified 

by a gender specification such as 
‘female lawyer’ and ‘woman judge’, 
identifying their existence as coun-
ter to societal expectations. The 
word ‘girl’ is frequently used in dis-
paraging and sexualised contexts, 
for example; ‘scream like a girl’, the 
mockery of boys who are ‘beaten 
by a girl’ in games, and ‘fight like a 
girl’; phrases which the sports cam-
paign ‘This Girl Can’ challenged 
across the globe by re-owning ‘girl’ 
and showing women performing 
powerfully to catalyse a change 
in paradigm. Joanna Bryson, a re-
searcher at the University of Bath, 
studied a program designed to 
learn relationships between words. 

It trained on millions of pages of 
text from the internet and began 
clustering female names and pro-
nouns with jobs such as “recep-
tionist” and “nurse”. Bryson says 
she was astonished by how closely 
the results mirrored the real-world 
gender breakdown of those jobs in 
US government data, a nearly 90% 
correlation5.

This is problematic in language 
enough which manifests as uncon-
scious and conscious bias in peo-
ple, without having the machines 
we are becoming increasingly de-
pendent on become patriarchal as 
a result. 

With regards to AI’s perpetu-
ation of sexist gender ide-

ologies via language, the training 
data for machine learning algo-
rithms needs to be reevaluated 
and reformed.

Not only this, but legislation needs 
to be drawn up relating to a stand-
ard for this scrutiny and AI organ-
isations legally held to it before 
data can be utilised. 

In terms of policy, government ser-
vices and companies must also 

disclose if a decision has been 
entirely outsourced to a comput-
er, and, if so, that decision needs 
to have a definitive legal route for 
being challenged. Sandra Wachter, 
a law scholar at the Alan Turing In-
stitute says that the existing laws 
don’t superimpose accurately onto 
the way technology has advanced. 
There are a variety of loopholes 
that could allow the undisclosed 
use of algorithms. She has called 
for a “right to explanation”6 as in-

cluded in GDPR, which would re-
quire a full disclosure as well as a 
higher degree of transparency for 
any use of these programs. To en-
force this, an auditor for AI use cas-
es needs to be established which 
can routinely examine AI programs 
which make critical decisions and 
actively check for bias, rather than 
it being discovered accidentally 
by programmers and news of it 
quashed by companies concerned 
about their optics. 

The one solution which ties all 
issues of ingrained sexism 

within AI is representation. Car-
oline Criado Perez’s seminal work 

Invisible Women: Data Bias in a 
World Designed for Men,7 is par-

AI: the perfect scapegoat

Man-guage and AI

Cyber gender parity: next steps

Changing the de facto default design
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ticularly salient here.

 Its findings in women killed and 
harmed as a result of accidental 
design that focused on men as 
the default was staggering and 
prompted a rightful media storm on 
the research. A case study of hers 
wherein the most popular cook-
ing stoves in India were exposing 
women to the equivalent of four 
packs of cigarettes worth of smoke 
a day showed a clear conclusion; 
as soon as women were included 
in the design process, better de-
sign happened. Researchers creat-
ed a device made of recycled met-
al which has been adopted in India 
and now many more countries. 
This generated more revenue and 
resulted in hundreds of thousands 
of happier, healthier people. 

Employers in the tech sector need 
to incorporate affirmative action 

strategies for more female recruit-
ment. Female policymakers, soft-
ware engineers, developers and 
users of any AI products need to 
be present at all stages; propos-
als, investing, testing, scrutinising, 
launching and especially as deci-
sion makers on company boards. 
Feminist women are overwhelm-
ingly the authors of AI discrimina-
tion research (yours truly; case in 
point!) and are able to provide the 
thought leadership and expertise 
to mitigate the corruption of oth-
erwise brilliant systems. In other 
words, designers need to let wom-
en even the algorithmic playing 
field. 

As an example of this in both the 
design process and deployment, 
F’xa8 (find it at f-xa.co) is a voice as-
sistant created by NGO The Fem-
inist Internet which teaches users 

about AI bias. It also challenges the 
cloying feminine obsequiousness 
and servilitude programmed into 
virtual assistants like Apple’s Siri, 
Amazon’s Alexa, Microsoft’s Cor-
tana, and Google’s Google Home. 
Despite the underrepresentation 
of women in AI development, voice 
assistants, which are mostly used 
for aid in mundane tasks are al-
most always female by default and 
given feminine names and voices. 
Researchers also found that Siri 
responded to ‘you’re a b*tch’ with 
‘Hey, I’d blush if I could’, (I mean, Si-
ri-ously?) which became the title of 
the UNESCO report9 on reinforcing 
maladaptive gender stereotypes. 
Apple has since changed this re-
sponse, but to a neutral one; ‘I 
don’t know what you mean’ rather 
than one which asserts that it is in-
appropriate and unacceptable. 

Another rather insidious man-
ifestation of social inequality 

has been racial profiling in AI. The 
data these programmes rely on; 
arrest records, postcodes, social 
affiliations, income – can reflect, 
and further ingrain, human prej-

udice, amplifying the inequalities 
of our past and affecting the most 
vulnerable members of our socie-
ty.  

COMPAS (Correctional Offender 
Management Profiling for Alterna-

tive Sanctions) is a tool used by 
U.S. courts to assess the probability 
of a defendant becoming a recidi-
vist (repeat offender), was found 
by Julia Angwin’s investigation to 
be labelling black people twice as 
much as white people as recidi-

• Companies to adopt affirm-
ative action strategies with 
the aim of gender parity in all 
stages of AI production.

• The UK to restrict solely au-
tomated decision making 
and profiling which excludes 
any human involvement (post 
Brexit) as existent in EU data 
protection law.

• Full transparency on out-
sourcing to AI programs in 
hiring and other decisions 
which directly impact citizen’s 
lives, such as those based on 
insurance and household in-
come data. To quote the UK 
Government AI Select Com-
mittee Report: UK: Ready, 
willing and able?; ‘We believe 

it is not acceptable to de-
ploy any artificial intelligence 
system which could have a 
substantial impact on an indi-
vidual’s life, unless it can gen-
erate a full and satisfactory 
explanation for the decisions 
it will take. In cases such as 
deep neural networks, where 
it is not yet possible to gener-
ate thorough explanations for 
the decisions that are made, 
this may mean delaying their 
deployment until alternative 
solutions are found’10.

• An independent regulator to 
audit AI products under an 
agreed AI ethics framework 
which substantially affects in-
dividual’s lives. 

• Consideration of an approv-
al-based regime to be en-
forced by a regulator to be 
applied to certain products or 
sectors which greatly affect 
individuals’ lives.

• The Right To Explanation for 
those unsuccessful in being 
hired wanting to challenge 
the use of AI in the process 
enshrined in law.

• Diversity quotas enforced 
for those charged with con-
structing training datasets 
Government to make infor-
mation about the AI systems 
they use accessible to the 
public. 

Policy recommendations for eradicating AI gender bias

THE RACISM FEEDBACK LOOP: HOW BIG DATA CAN 
AUGMENT INSTITUTIONALISED PREJUDICE
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An issue as its own solution: the data gap

The proverb ‘garbage in, gar-
bage out’ is particularly appli-

cable here. If you give programs 
exaggerated or flawed informa-
tion with no basis for fixing it, 
they’ll just process the informa-
tion and regurgitate it. But rooting 
out bias can be difficult; more sub-
tle and nuanced than most would 
expect. 

As LexisNexis UK (computer assist-
ed legal research corporation) said, 
“biases may originate in the data 
used to train the system, in data that 
the system processes during its pe-
riod of operation, or in the person 
or organisation that created it.13 Re-
search on a machine learning tool 
named ‘word embedding’ as pub-
lished in the journal Science found 
that the AI system was more likely 
to associate European American 
names with pleasant words such 
as “gift” or “happy”, while African 
American names were more com-
monly associated with unpleasant 
words. This bias has also reared its 
head within Google visual identifi-
cation algorithms, which could not 

distinguish between gorillas and 
black people14, and three years 
after the problem was identified, 
Google was still unable to fix it. 
Instead, they simply disabled the 
ability to search for gorillas in prod-
ucts such as Google Photos which 
use the feature. Further to this, in 
2017 Google’s image recognition 
was found to be unable to classi-
fy Chinese faces properly. Chinese 
customers were able to open each 
others’ phones, leading to serious 
breaches of privacy. 

Similarly, when Microsoft launched 
their AI chatbot ‘Tay’ on Twitter, 
they underestimated this exact 
phenomenon, culminating in a 
scandal and Tay having to be re-
moved from the internet. Within 
24 hours, the conversational chat-
bot had spewed out a whole host 
of racist and misogynistic tweets, 
including stating ‘Hitler was right I 
hate the Jews’ and ‘feminists need 
to die and burn in hell’15 thanks to 
the more depraved interactions 
from the Twitter and 4chan sewer. 
Microsoft subsequently launched 

Zo, a chatbot preprogrammed 
to terminate conversations men-
tioning controversial topics, but 
the lesson was clear for Microsoft 
and indeed applicable across AI 
systems; our world is value-laden, 
and designers need to be mindful 
of what values they want their sys-
tems to reflect. Humans are often 
trusted to make these trade-offs 
between competing values without 
having to explicitly state how much 
weight they have put on different 
considerations. Algorithms are dif-
ferent. They are programmed to 
make trade-offs according to un-
ambiguous rules. This presents 
new challenges.

This is not to say that AI does not 
have potential in this field. If de-
signed with integrity and rigorously 
and specifically tested for the man-
ifestation of bias, it can and already 
has certainly improved the speed, 
quality and neutrality of decision 
making. 

Unusually, the core of the issue 
is also the core of the solution 

in this category: data. 

The foundational data in these pro-
grams can be biased, and therefore 
corrupt output. It is also typically 

unlawful to utilise data pertaining 
to protected characteristics such 
as gender, race, etc. as this can be 
easily used to discriminate. How-
ever, in order to evaluate diversity, 
data on diversity must be collated. 
‘This tension between the need to 

create algorithms which are blind 
to protected characteristics, while 
also checking for bias against 
those same characteristics, cre-
ates a challenge for organisations 
seeking to use data responsibly’16.

Racism in, racism out - Hamid Khan

vists whilst mistakenly inverting the 
decision for whites. It labelled them 
low risk despite it being found that 
they were more likely to reoffend.11 
This significantly impacts the deci-
sions of judges to set parole, which 
translates to a very real  infringe-
ment on what would otherwise be 
reasonable releases for people un-
likely to recidivate.

“If you’re not careful, you risk auto-
mating the exact same biases these 
programs are supposed to elimi-
nate,” said Kristian Lum12, lead stat-
istician at the NGO Human Rights 
Data Analysis Group (HRDAG). Lum 

analysed PredPol, which is a pro-
gram that predicts hotspots where 
future crime is most likely to occur, 
and found that it could get stuck 
in a feedback loop of over-polic-
ing neighbourhoods whose resi-
dents were predominantly black 
or brown. She fed the same pro-
gram Oakland’s drug crime data 
and it yielded worrying results. 
The program suggested black 
neighbourhoods twice as much as 
white ones, and yet when the cit-
ies’ overall drug use was modelled 
based on national statistics, the 
hotspots were far more evenly dis-

tributed. Even more worryingly, in 
simulations depicting what would 
happen if police had acted on the 
PredPol’s analysis and increased 
arrests accordingly, the program 
would enter a feedback loop, pre-
dicting increasingly more crime in 
the neighbourhoods it told police 
to visit most, meaning more and 
more police would be sent in. The 
racial profiling became a hypothet-
ical self-fulfilling prophecy, as can 
happen in real life with stop and 
frisk authorities exploited to racial-
ly target ethnic minorities. 
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Policy recommendations: multicultural AI

Moulding AI to champion equality

• Guidance to be established 
to make AI systems intelligi-
ble in terms of accountability, 
traceability and explainability 
as well as decision making. 
AI systems that are outwardly 
inscrutable to have explana-
tion systems added.

• Increase governmental focus 
on creating open, diverse 
datasets, for example identi-
fying gaps in the Open Data 
Initiative, which are repre-

sentative of the entire popu-
lation to close the data gap 
caused by privately held da-
tasets.

• Datasets to be subject to bias 
scrutiny at each stage:; plan-
ning, training, and deploy-
ment.

• A fund to be established by 
the government for diversity 
testing, especially in training 
datasets.

• Government co-operation 
with data monopolies such 
as Apple, Google to share is-
sues in datasets and counter-
act data dominance.

• Transparency and clear 
routes for accountability to 
be required where AI is used 
to make decisions with signif-
icant impact, especially in po-
licing and parole frameworks. 


Whether racism, misogyny or 
other forms of inequality 

surfacing in AI, the lessons and 
recommendations in rectifying 
them remain largely parallel. 

Improving representation is one of 
the most efficacious solutions in 
all developmental stages for both 

women and ethnic minorities, as 
well as diversifying datasets for the 
latter. Transparency is also key, and 
as AI takes more and more of an 
adjudicating role in our lives, ac-
countability and ethical standards 
are imperative for the prevention 
of societal regression. AI has in-

credible potential to be a champi-
on of equality and ameliorate, rath-
er than compound our imparities. 
We are at a pivotal point, and we 
have a crucial window of opportu-
nity to navigate this proverbial ship 
towards reformation, which we 
must not disregard. 

There is also a significant data 
gap due to the higher likelihood of 
white, middle class users owning 
more devices and having great-
er access to internet connectivi-

ty, making this demographic the 
epicentre of data gathering. The 
question of governance also aris-
es here; who should be respon-
sible for governing, auditing and 

assuring these algorithmic deci-
sion-making systems? 
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ARTIFICIAL INTELLIGENCE IN 
HEALTHCARE: BRITAIN 2020 

Medical data is being pro-
duced at such a rate where 

it is projected to double every 73 
days by 20201, and with the abil-
ity for an individual to create the 
equivalent of 300 million books 
of health-related data in their life-
time2 and the vast improvement 
in AI performance within health-
care, the opportunities of AI to 
enhance and add value to our 
landmark healthcare system and 
firmly bring it into the 21st centu-
ry are endless.

The already data-rich medical field 
combined with other data (such 
as air pollution, humidity, air pres-
sure) alongside the latest AI tech-
niques can discover hidden trends 
we never knew existed and find 
out more about our biology like 
we have never been able to do 
before. However, with such an op-
portunity comes ethical challenges 
and questions around the potential 
risks. This part of the pamphlet will 

outline such risks as well as steps 
for the future to ensure that Britain 
leads the way in ethically using AI 
to improve the healthcare and lives 
of everyone.

The conversation is well underway 
on how AI can be used within the 
NHS, with the Secretary of State 
for Health and Social Care unveil-
ing plans in 2019 to launch a Na-
tional Artificial Intelligence Lab for 
the NHS as part of a £250m invest-
ment3 and a further announcement 
of a £140m competition to speed 
up the delivery of AI technologies 
which can be rolled out within the 
NHS4. Whilst this investment is am-
bitious and welcomed, we must 
also note that trust is a crucial part 
in ensuring we maximize the po-
tential of such investments. The 
NHS is a national institution, and if 
we are to transform it in the way we 
want to see it transform, it can only 
be done with the confidence of the 
public.

What must also be kept in mind 
about investment of AI within 
healthcare is that it isn’t just an in-
vestment in providing new ways 
of delivering healthcare, but it is 
also an investment in the quality 
of current provisions and can also 
provide significant savings. Invest-
ment in AI does not have to be an 
investment to replace what we al-
ready have, but it can provide an-
other tool to healthcare profession-
als: giving practitioners a “second 
pair of eyes”; giving doctors pro-
portionally massive head starts on 
life-threatening illnesses; and the 
ability to conduct research to find 
out relationships between behav-
iour, diet, demographics and many 
other factors in relation to an indi-
vidual’s health that would provide 
critical medical intel which wouldn’t 
exist otherwise. If we allow humans 
to do what they do best and allow 
machines to do what they do best, 
we will maximize the potential of AI 
within health. 

Our healthcare system is a re-
active one, as are those in 

many other parts of the world. 
We encourage a healthy lifestyle 
through regular exercise, a nu-
tritious diet, and discouraging 
bad habits. But, these guidelines, 
whilst preventative in nature, are 
only to reduce the general risk to 
ill-health rather than identifying the 
specific risks of certain illnesses 
and associated targeted care.

When an individual is ill, they may 
not actually know they are ill, as 
symptoms may not show or are 
not strong enough to be noticea-
ble. This is where the “clock” starts 
for doctors. Once symptoms be-
come identifiable, the individual 
may wish to see a professional, 

but waiting to see a professional is 
time that professionals are losing 
to treat a patient. Once a patient is 
seen, further time is lost due to the 
wait for tests and results. Once the 
patient is finally diagnosed with an 
illness, it is sometimes too late and 
such overheads, whilst necessary, 
have taken too long and caused 
a loss of effectiveness in potential 
healthcare. This workflow is clearly 
not ideal, particularly with addition-
al pressures that are to come onto 
the NHS in the coming years. With 
the use of AI, such pressure can 
be suppressed and efficiencies 
gained.

A common theme amongst emerg-
ing AI in healthcare is the ability to 
detect sickness before a profes-

sional can identify and diagnose an 
illness. One case in point5 is a piece 
of software developed in 2016 by 
researchers at Houston Methodist, 
which is a form of AI that interprets 
mammograms, assisting doctors 
by providing predictions of breast 
cancer risk. It translates patient 
charts into diagnostic information 
at 30 times the speed of a human 
with 99 percent accuracy. Results 
like this reflect several benefits 
that occur from similar AI technolo-
gy, including but not limited to:

• Relinquishing the need for fur-
ther diagnostic tests: in this 
case study, reducing the num-
ber of unnecessary breast bi-
opsies

• Reducing the number of false 

Moving from reactive to preventative healthcare through the use of data

By Mohamed Hammeda
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Cancer is a horrible condition 
which not only heavily occu-

pies healthcare services but can 
be traumatic for individuals in-
volved and associated with some-
one who has cancer, especially as 
it is one of the leading causes of 
deaths in the UK (in 2017, it was 
the leading cause of death7) by 
broad disease group for both men 
and women in every nation of the 
UK. This problem is compound-
ing, with the projected number of 
deaths caused by cancer to reach 
over 13 million in 2030 worldwide8 

(not taking into account the knock-
on impacts of coronavirus).

However, with 30% - 50% of can-
cers being preventable through 
early detection9 (as well as preven-
tion measures such as healthy life-
style and public health measures), 
we can save a significant number 
of people’s lives. Cancer is diag-
nosed late for a number of reasons, 
which include delays in obtaining 
appointments at the hospital and 
delays in GPs referring patients on 
for tests and treatment as well as a 
lack of awareness of the signs and 
symptoms of cancer10.

Moreover, this issue of obtaining 
early diagnosis of patients with 
cancer, and other conditions, will 
be amplified by an unprecedented 
scale by the legacy of coronavi-

rus rippling through the NHS. The 
British Heart Foundation estimates 
that since the start of the outbreak, 
28,000 procedures were delayed 
in England by June 202011, putting 
a serious number of patients at risk 
of permanent complications. As 
Dr Sonya Babu-Narayan, associ-
ate medical director at the British 
Heart Foundation puts it: “People 
with heart and circulatory diseas-
es are already at increased risk of 
dying from Covid-19, and their lives 
should not be put at even greater 
risk by missing out on treatment 
for their condition. If hospital in-
vestigations and procedures are 
delayed too long, it can result in 
preventable permanent long-term 
complications, such as heart fail-
ure”.

Furthermore, according to Cancer 
Research UK12, as of the 1st of June 
2020, 2.4 million people in the UK 
were waiting for cancer screening, 
further tests, or cancer treatment. 
They also estimate that during this 
time, 3,800 cancers would normal-
ly be diagnosed through screening 
and a further up to 20,300 cancers 
identified through urgent cancer 
referrals. Cancer Research UK also 
state that there will be a build-up 
of treatment waiting to be carried 
out, with 12,750 fewer patients re-
ceiving surgery, 6,000 fewer for 

chemotherapy and 2,800 fewer 
for receiving radiotherapy since 
lockdown started (all of which will 
need to be carried out as soon as 
possible). These figures illustrate 
the fears of health bosses that due 
to the crisis, the number of treat-
ments waiting to be carried out 
under the NHS treatment could 
double to 10 million by the end of 
the year13 (assuming that the health 
service steadily returns to full ca-
pacity within a year). With such 
unprecedented pressure on the 
NHS, it is going to require an un-
precedented relief package. Such 
a package can include utilising AI 
technology to realise enormous ef-
ficiencies where possible as part of 
the recovery strategy.

Further promising signs are also 
coming from the development of 
AI technology, with a paper being 
published at the beginning of 2020 
showing that an AI algorithm out-
performed all of the human read-
ers in reading mammograms, in an 
independent study of six radiolo-
gists14. In the study,  comparing the 
performance of the algorithm with 
the UK system of examining mam-
mograms (double reading process; 
where who radiologists review a 
mammogram, with a third radiol-
ogist reviewing the mammogram 
if there is a disagreement), the AI 

Cancer, coronavirus, and convolutional neural networks

positives and false negatives: 
in this case study, this is due to 
physicians being given more 
information to better assess 
the cancer risk and thereby if 
a biopsy is required, reducing 
the number of unnecessary 
breast biopsies

• Quicker diagnostics, due to the 
freeing-up of occupied slots for 
further tests whilst also saving 
costs (in this case study, slots 
for breast biopsies)

• More physicians’ time made 
available by reducing unnec-
essary tests. This relieves work 
pressure and allows them to 

spend more time on patients 
who are more at risk, improv-
ing the overall quality of patient 
care

• The reduction of unnecessary 
tests also reduces unnecessary 
anxiety, improving a patient’s 
mental health and instilling 
confidence in the healthcare 
system

All these efficiencies make better 
use of staff time, provide better 
quality care to patients, and enable 
the reallocation of NHS resources 
to other departments.

It is estimated that late diagnosis of 

four common cancers (colon, rec-
tal, lung and ovarian) costs the UK 
£165 million a year6 (brought down 
to £111 million, if the number of can-
cers diagnosed at a late stage were 
halved) and this doesn’t even take 
into account the hidden costs such 
as those associated with a patient 
and their loved ones’ mental health 
when having to go through the 
waiting process. Investment in the 
short-term can provide long-term 
savings through more effective 
and efficient output from medical 
staff and lead to a better quality of 
healthcare. 
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model was just as good in detect-
ing patients with cancer, with the 
AI reducing false positives by 1.2% 
and false negatives by 2.7%, reduc-
ing the number of patients who are 
wrongly diagnosed (which reduces 
unnecessary treatment and anxi-
ety in patients) and reducing the 
number of sick patients who do 
not end up receiving treatment re-
spectively. When the AI model was 
used as part of the double reading 
process, it reduced the workload 
of the second reading by 88%. 
With The Royal College of Radiol-
ogists identifying a shortfall of at 

least 1,104 radiologists across the 
country15 it is critical that we find 
innovative solutions in response to 
the shortfall we originally had and 
in addition to the legacy that will 
be left behind by the coronavirus 
crisis. One requirement of the AI 
model that would need to be ful-
filled before deployment would be 
that clinical trials need to be car-
ried out beforehand, to test their 
effectiveness in practice, simply 
because it has not been through 
the rigour of clinical trials, like many 
other similar “breakthroughs”. This 
regulation is an issue that the gov-

ernment must make a decision on, 
and the current lack of clarity is 
currently holding back progress.

With the extraordinary pressure 
that is to come onto the NHS, tech-
nology such as the ones discussed 
could play a massive part during 
recovery from the coronavirus cri-
sis, improving the health-care of 
patients whilst freeing up health-
care professionals to do other crit-
ical tasks, and most of all, allow 
us to move our healthcare system 
from being reactive to being pro-
active. 

In addition to AI being used to 
analyse outputs from medi-

cal tests, which show a person’s 
health at a singular point in time, 
we can also harness the data col-
lected from wearable technology 
over time.

A common FitBit worn on someone 
wrist can collect a number of piec-
es of information16 such as: “num-
ber of steps you take, distance 
travelled, calories burned, weight, 
heart rate, sleep stages, active 
minutes, and location”, and this is 
just the tip of the iceberg in terms 
of what can be collected from all 
types of wearable technology.

With data collected from wearable 
technology, in combination with 
test results and other data external 
to a human body, such as tempera-
ture, humidity, and pollution levels, 
we can discover hidden correla-
tions which we would have never 
noticed otherwise. Action which is 
of cause for concern can also fol-
low from data. For example, a dra-
matically reduced heart rate can 
be followed up with automated 
contact with the emergency ser-
vices and a downturn in mood of a 
person could be followed with con-
tact with their best friend or close 
relatives.

This abstract model can be re-
ferred to as the “Internet of Things” 
(IoT) in healthcare, where different 

devices and data from different 
sources are interconnected over 
the internet. This data can then be 
analysed, generally in real-time, 
responding in the interest of an 
individual’s health. Having such 
information and analysis about 
an individual is of benefit to both 
healthcare practitioners and the 
data subject. Real-time feedback 
based on more complete personal 
datasets can give instant benefits 
to individuals through, for example, 
instantly displaying how certain 
actions and behaviours can affect 
their health and what behaviours 
and habits should be discouraged 
or encouraged.

Once those recommendations are 
then carried out by the individual, 
the impacts can then be monitored 
to aid future recommendations 
as part of the training process of 
the AI. The results lead to the im-
provement of the health of both 
the individual and also of the rec-
ommendations given to others. 
The collection of data doesn’t just 
aid professionals in understanding 
where a patient’s health is, but it 
can also help in seeing the effects 
of given treatments to patients, giv-
ing professionals a whole lot more 
information than the current pro-
cess, which is gathering informa-
tion from follow up appointments. 
This is provided through continual 
monitoring of a patient through-

out their everyday life, to evaluate 
how effective a given treatment 
is on a person’s symptoms, giving 
more power to professionals and 
researchers and a better under-
standing of the treatment given to 
a certain individual.

One example of such infrastructure 
being built is IBM Watson Health, 
which takes data from different 
data sources about an individual 
data subject (e.g. a patient), uses 
the relationship between different 
data (about the data subject), and 
incorporates research from the field 
of medicine in its algorithms to pro-
duce recommendations to health-
care professionals. The idea is to 
use the latest advances in the field 
of medicine in combination with 
analytics on a large dataset (with 
the cognitive ability of IBM Watson) 
to exist all under one roof, in the 
cloud. Unfortunately, IBM Watson 
progress still seems to have some 
way to go, with progress in the past 
showing disappointing results, one 
case concluding with “IBM’s Wat-
son supercomputer recommended 
‘unsafe and incorrect’ cancer treat-
ments”17. 

However, other commentators 
are more optimistic. A report by 
Stanford University18 in 2016, titled 
“Artificial intelligence and life in 
2030”, notes that “emerging (inter)
connectedness between the home 
environment and health-monitor-

The internet of things and healthcare
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Individuals, especially the elder-
ly and those who live alone, can 

now use wearable technology to 
send an alert to their neighbour, 
family members or even emer-
gency services, such that steps 
can be taken to protect an indi-
vidual who might be vulnerable in 
case of emergency.

Additionally, the technology may 
not need to actually wait for the in-
cident to actually occur, but could 
trigger an alert as soon as there is 
a suspicion or high likelihood that 
an imminent event is about to oc-
cur (such as a heart attack), which 
is life-changing in terms of caring 
for the elderly and emergency re-

sponse. Predictive recommenda-
tions are one of the key benefits of 
modern AI technology. 

Revolutionising emergency care

ing devices, has created a vibrant 
new sector of innovation. By com-
bining social and healthcare data, 
some healthcare apps can perform 
data mining, learning, and predic-
tion from captured data, though 
their predictions are relatively ru-
dimentary. The convergence of 
data and functionality across ap-
plications will likely spur new and 
even obvious products, such as an 
exercise app that not only propos-
es a schedule for exercise but also 
suggests the best time to do it, and 
provides coaching to stick to that 
schedule.” 

Additionally, the report lays out a 
vision for elderly care, suggesting 
technology in three categories:

• Life quality and independence 
-  this is on smart devices in 
the home, which will help in-
dividuals who require aid in 
daily tasks essential for living, 
for instance: cooking, dress-
ing, and toileting. Additionally, 
“predictive analytics” can be 
used to predict when the best 
times are to suggest certain ac-
tions, such as: “‘nudge’ family 
groups toward positive behav-
iors, such as reminders to ‘call 
home.’” 

• Health and wellness - on the 
theme of encouraging healthy 

lifestyles, the report mentions 
mobile applications that moni-
tor an individual’s activity. With 
the help of social media, rec-
ommendations can be made 
to such individuals to change 
certain behaviours to stimu-
late better mental and physical 
health. It also mentions health 
monitoring at home, where car-
ers and close friends and fami-
ly of an individual can be alert-
ed if there is a change in mood 
or behaviour of that individual 
which suggests something is 
not right.

• Treatments and devices - talks 
about a range of assistive 
equipment having added on 
capabilities to improve an indi-
vidual’s quality of life: “Physical 
assistive devices (intelligent 
walkers, wheel chairs, and ex-
oskeletons) will extend the 
range of activities of an infirm 
individual” as well as additional 
medical equipment to enhance 
individual treatment and aid 
in increasing the capacity of 
the health-care system, for in-
stance: “Personalized rehabili-
tation and in-home therapy will 
reduce the need for hospital or 
care facility stays”.

The ideas above show how the 
IoT can be used for protecting, en-

couraging, and facilitating good 
health of individuals and family, 
which in turn ensures more peo-
ple live healthier, happier lives 
and are only receiving health-care 
when needed. This is all achieved 
through utilizing data about an in-
dividual from a wide range of data 
sources and bringing it all together 
to add another layer to our knowl-
edge about an individual’s health. 
Additionally, the guidance that can 
be given from these technologies 
(witness the seemingly limitless fit-
ness-centred products that are cur-
rently being sold) and the potential 
of the new and better ways for in-
dividuals to understand the their 
own health can provide countless 
benefits, including: outlining the 
consequences of an individual’s 
actions on their health, both posi-
tive and negative; what the current 
state of their health is, and what 
actions they can take to improve 
their health. The continual collec-
tion of data from different data 
sources adds several dimensions 
to what a professional can see 
about a patient’s health, especially 
after prescribing a course of action 
to a patient. This gives profession-
als a whole lot more data, deeper 
insights and allows them to deliv-
er better quality healthcare com-
pared to what can be achieved in 
a short follow-up appointment. 
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Acute Kidney Injury (AKI), 
without early detection, can 

often be lethal. AKI is where the 
kidney abruptly ceases to func-
tion correctly, the consequences 
of which can lead to permanent 
kidney damage and death19. AKI 
affects 1 in 5 people who are admit-
ted to hospital via emergency and 
around 100,000 lives are lost each 
year20 with research showing that 
up to 30% of cases are preventa-
ble through earlier recognition21.

Google Deepmind has developed 
an AI model for which they claim 
“in the future, could give doctors 
a 48-hour head start in treating 
acute kidney injury”. The AI mod-
el currently “predicts 55.8% of all 
inpatient episodes of acute kid-
ney injury, and 90.2% of all acute 
kidney injuries that required sub-
sequent administration of dial-
ysis, with a lead time of up to 48 
hours and a ratio of 2 false alerts 
for every true alert”22. So, the tech-
nology developed has an accuracy 
of 33% (one is every three alerts is 
a true alert) and sensitivity of 56%. 
These are promising early num-
bers, but these results must be 
approached with caution, because 
as always, the devil is in the detail. 
The data that was used to train 
the AI was from a “multi-site retro-
spective dataset of 703,782 adult 
patients from all available sites at 
the US Department of Veterans 
Affairs (VA)—the largest integrated 
health care system in the United 
States23.”. But, the gender of the 
individuals whose data was used 
was almost all men, with the data-
set of veterans consisting of 93.6% 
males24. As described in other 
parts of this pamphlet, this lack of 
representation within a dataset can 
lead to further unintended conse-
quences, including the model per-
forming much worse for specific 
demographics. Looking into more 
detail in the proposed model and 
the claim of giving “doctors a 48-
hour head start in treating AKI”, we 
see that with an accuracy of 33%, 

the sensitivity in the range of 42 
to 48 hours in the time between 
prediction and AKI onset is about 
10% and we only get a sensitivity of 
56% in the range of 0 to 48 hours 
with the same accuracy25.

These results show having to put 
up with a lot of false alarms before 
identifying an impending AKI onset 
with the accuracy given. With the 
sensitivity reported, around half 
of AKI onsets will not be picked 
up (through false negatives). We 
must acknowledge that these are 
preliminary results with signs of 
potential, however. A peer-review 
into the model (with Deepmind’s 
Stream app) suggested that the 
average cost of admission of a pa-
tient with AKI would be lowered by 
17%, which would lead to a saving 
of £2123 per patient (not includ-
ing the cost of providing the app 
or the cost of long-term dialysis in 
patients with AKI that goes untreat-
ed26). But, it noted that “e-alerts 
alone ‘might fail to improve out-
comes’ and appropriate training 
was needed for a digital solution 
to be successful27”. To really test 
its effectiveness in practice, clinical 
trials would need to be conducted 
to see the added value such tech-
nology can bring and verify its ef-
fectiveness, with such preliminary 
results not being sufficient to clin-
ically verify the claims by Deep-
mind. We can therefore conclude 
that Deepmind’s AI model is a good 
start, with a lot of potential, but 
there is still a lot more refinement 
that is needed and requires exten-
sive testing to be a credible tool in 
healthcare. Prof Paul Leeson, Pro-
fessor of Cardiovascular Medicine 
at the University of Oxford, com-
mented on the results of the trial 
carried out by Deepmind stating: 
“This is important work in which 
the team have overcome several 
technical challenges to show it is 
possible to successfully apply AI 
to large scale electronic health re-
cords. Trials are still needed to test 
whether this early warning is useful 

to doctors to improve patient care, 
without causing too many false 
alarms, or missing patients that the 
AI also overlooked. However, this 
is another strong example of how 
AI appears to have the potential to 
augment delivery of healthcare.28” 

This also brings another problem 
to light, which is actually testing 
how effective AI technology is in 
the field of medicine. The issues 
are due to the serious conse-
quences when it goes wrong for 
patients, with a false positive lead-
ing to treatment that is not neces-
sary, wasting resources (with po-
tentially invasive treatment being 
carried out on patients unneces-
sarily) and a false negative lead-
ing to someone being mistakenly 
identified as being healthy, which 
can lead to serious consequenc-
es29. Furthermore, because of lack 
of regulation, NHS trusts may make 
direct use of AI technology without 
such technology being clinically 
tested. This is summarised by Dr 
Franz Kiraly, Honorary Lecturer at 
UCL in the Department for Statis-
tical Science, who stated: “Due to 
lack of regulation in the area, un-
like for pharmaceutical drugs, it will 
probably proceed to direct use in 
some hospitals, rather than a clin-
ical study”30.

Dr Franz Kiraly also argues that the 
techniques and algorithms used by 
DeepMind (such as deep learning) 
may not be as suitable as simpler 
approaches. He states: “The paper 
provides some evidence that AI al-
gorithms are capable of early warn-
ings, and not that the DeepMind 
algorithms are necessarily the best 
choice to do so. Deep learning, or 
neural network algorithms, have 
disadvantages including that they 
are very resource demanding (they 
need AI experts, hardware, and 
time to run the algorithm), it is dif-
ficult to understand why a recom-
mendation by an algorithm is made 
and they can be prone to failure 
outside of the range of data they 

Case study - Acute Kidney Injury and Deepmind
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were trained upon. The alterna-
tives to deep learning algorithms 
are simpler approaches, such as 
systems involving logistic regres-
sion models, which are fast, readily 
available and easily interpretable 
and well-understood by doctors. 
From a healthcare perspective, it 
may be preferable to use a logistic 
regression model to a deep learn-
ing algorithm as long as they were 
similarly successful in predicting an 
outcome correctly”31.  Being able 
to utilise simpler techniques, given 
they provide similar or better per-
formance, would be advantageous. 
They are less resource intensive, 
allow for extrapolation and allow 
professionals to better understand 
the technology and how it comes 
to specific recommendations. Their 
use improves transparency, ensur-
ing that professionals can evaluate 
such recommendations and giving 
them the confidence to challenge 
and reject recommendations made 
by AI and therefore ensuring pro-
fessionals remain in charge (as will 
be discussed in more detail later).

Being able to predict patient dete-
rioration before any visible symp-
toms appear and reaching Deep-
mind’s ambition of giving doctors 
a “48-hour head start in treating 
acute kidney injury (AKI)” would be 
a game changer, with the potential 
of saving hundreds of preventable 
deaths as well as averting perma-
nent damage to patients’ health, 
whilst providing significant savings 
to the NHS through early detection.

Saving more lives

Further applications can be found 

in elderly care. One pilot program 
in 2010 by Keystone32 at TigerPlace 
Independent Living in Columbia, 
Missouri found that implementing 
a monitoring-based AI platform 
which learns patient behaviour 
and forewarns them of health risks 
showed an average length of stay 
being 1.72 years longer for elderly 
individuals living with the technol-
ogy.

We also see advances in the area 
of orthopaedics. For instance, the 
US FDA (Food and Drug Adminis-
tration) authorised a piece of tech-
nology in 2018 developed by Ima-
gen’s, called OsteoDetect, which is 
a tool that can quickly detect distal 
radius wrist fractures33. The FDA 
are ambitious about the promotion 
of AI in healthcare, with Scott Got-
tlieb, former commissioner of the 
FDA, stating in 2018 that: “Even-
tually, AI tools could be integrated 
directly into smartphones or wear-
able devices for a variety of early 
detection applications, reducing 
the need for expensive specialist 
visits while increasing the likeli-
hood that we’re catching potential-
ly serious problems early,”... “These 
are no longer far-fetched ideas.34”

The innovations and technology 
that has been described is just the 
tip of the iceberg, with many more 
ideas, discoveries and announce-
ments being publicly announced 
on a regular basis. Whilst we 
must take every reported “break-
through” with a pinch of salt and 
look carefully as to how it would 
fit in our healthcare system and 
wider society, the opportunity to 
strengthen our NHS is there for the 

taking. What we are seeing  is very 
promising and the potential for the 
future is unimaginable, in a good 
way.

A vast majority of the technologies 
outlined above have a common 
theme. They not only reveal a bet-
ter understanding of and provide 
insights into a patient’s health, but 
give recommendations and sug-
gestions to avert preventable dis-
eases. They don’t just respond to 
symptoms, they stop them from 
happening in the first place. Such 
technologies provide a whole 
new dimension in the fight against 
preventable diseases, moving 
our healthcare system and public 
health messaging from being re-
active to preventative through the 
use of data. Investment in AI solu-
tions can improve health and social 
care, relieve pressure on NHS staff, 
and bring serious amounts of sav-
ings to the NHS - a healthcare sys-
tem which the National Audit Office 
concludes isn’t sustainable and 
“is treating more patients but has 
not yet achieved the fundamen-
tal transformation in services and 
finance regime needed to meet 
rising demand”35. With people 
living longer, demographic pres-
sures putting additional strain on 
the NHS, the Government current-
ly underfunding services to keep 
provision at current levels of per-
formance in the future36, and with 
the legacy of coronavirus on the 
economy and the NHS, innovative 
solutions are going to be needed 
across all areas of government. A 
big part of that can be in health. 
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CHALLENGES POSED BY SUCH OPPORTUNITIES

Trust is paramount to quality 
healthcare, and there is evi-

dence to suggest that from a clin-
ical perspective, better quality 
of life is achieved when patients 
have higher trust in their health-
care professionals37. However, 
the public overwhelmingly have 
reservations on who they trust to 
conduct analysis and research us-
ing their health-related data, as a 
research carried out by YouGov of 
over 2,000 UK adults shows38:

• 13% of the public trust multina-
tional tech companies to han-
dle sensitive health data in a 
confidential manner

• One in ten of respondents (11%) 
said they are happy for NHS 
data to be analysed by busi-
nesses that do not pay tax in 
the UK

• 69% raised concerns about this 
information being analysed in 
other countries with different 
laws governing data security 
and confidentiality

• 76% of the public say that the 
UK needs a strong domestic AI 
sector so that it does not have 
to be outsourced international-
ly

The research by YouGov also 
showed that “86% of people said 
the NHS should benefit from data 
analysis, with 81% saying explicitly 
that the Government should act to 
ensure that the NHS and taxpay-
ers benefit financially”. From these 

findings, there is public enthusiasm 
to use data analysis to improve 
healthcare (which would coincide 
with AI technologies), but how it 
is done is of great concern to the 
public and therefore shouldn’t be 
taken lightly. Additionally, health-
care staff also have their reserva-
tions, with a YouGov poll of 1,027 
healthcare professionals39 showing 
just 12% of NHS staff and private 
healthcare workers being comfort-
able with a multinational company 
carrying out analysis on patient 
data and only 17% would trust mul-
tinational big tech companies to 
handle such data in a confidential 
manner. What we can further note 
from the research is that health-
care workers are as optimistic as 
the public with 81% supporting the 
analysis of anonymised data to al-
low for quicker diagnosis and more 
effective treatment for patients.

Research in America shows similar 
patterns, with just 20% of consum-
ers trusting AI-generated advice 
for healthcare40.

From these results, we can con-
clude that there is public enthusi-
asm for the NHS to take on new 
technology (as well as among NHS 
staff) and make use of data analyt-
ics to provide better health-care, 
with three main areas of concern 
to the public as NHS staff:

• How ethically do companies 
that may provide solutions to 
the NHS behave? For example, 

are these companies paying 
UK taxes and is patient data 
fully anonymised and handled 
in a confidential manner?

• Is the domestic AI sector within 
the UK strong enough - which 
carries lower risks than out-
sourcing?

• What data security rules gov-
ern patient data (especially 
relevant, with GDPR no longer 
being part of UK law as the UK 
leaves the European Union)?

The latter has been in the public at-
tention with incidents including the 
Information Commissioner’s Office 
conclusion in 2017 that a “Goog-
le DeepMind trial failed to comply 
with data protection law”41 and 
with privacy concerns surrounding 
the proposed NHS track and trace 
app raised by politicians (including 
Harriet Harman MP, Chair of the 
Joint Committee on Human Rights 
(JCHR), which “has drafted a Bill 
which will lay down the purposes 
for which the data can be used and 
prohibit its use for anything else”42) 
(see Section 1: Law, Order, and 
Governance).

What must follow is action to re-
assure the public and to build 
confidence among patients and 
professionals. That is achieved by 
implementing responsible policy 
to ensure that Britain leads the way 
in finding an ethical route of imple-
menting AI within healthcare. 

Current mainstream opinion 
is that we must not allow AI 

solutions to dictate our behav-
iour, where professionals become 
too reliant on AI solutions and we 
head towards the situation where 
AI solutions become the decision 
maker in healthcare. Rather, they 
should be confirming or challeng-

ing any decision made by a pro-
fessional as a “second opinion” 
that professionals can utilise (the 
advantage being that these are a 
scarce resource for professionals 
and patients) to critique and eval-
uate decisions that they make and 
reverse decisions which are incor-
rect.

The current generation of AI mod-
els do not (yet) have natural intelli-
gence like humans, but either fol-
low sophisticated algorithms using 
the data provided to them or oper-
ate in a relatively obscure and un-
interpretable way. The downside 
of not handing decision making to 
such machines is that for the short 

Building public confidence in AI

Ensuring professionals remain in charge and the importance of 
“the human touch”
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So far, we have discussed the 
potential for AI and how stake-

holders feel about its use, but we 
have not actually talked about its 
own limitations. The three that 
present themselves the most to 
the author are: the ability to ob-
tain quality data in high volumes; 
the subsequent privacy issues that 

arise; and the bias that can come 
with these technologies (the lat-
ter two being covered in detail in 
Section 3: Conclusions: Policy Pro-
posals and Section 1: Equality and 
Biases). 

On the first issue of data quality: 
for AI solutions to work as intend-

ed, they are largely dependent on 
large levels of high-quality data. 
When describing data as being of 
“high quality”, there is no formal 
definition, but it is generally ac-
cepted to be reliable, complete, 
and consistent. Unfortunately, the 
data available in the NHS is dis-
connected across many different 

Quality of data, privacy issues and quashing bias

term, we would be still reliant on 
the workflow of the healthcare sys-
tem. However, the long term ben-
efits mean we can  adapt better 
to any inaccuracies and mistakes 
by both AI solutions and health-
care professionals and learn from 
a gradual implementation process.

The author’s personal opinion is 
that AI far from matches human 
intelligence, in that it is lacking in 
other aspects such as self-aware-
ness, human emotion, social skills, 
and the ability to handle changing 
aspects of a problem. We addition-
ally run the risk of anchoring bias, 
a cognitive bias, where humans 
become too dependent on an ini-
tial piece of information received, 
thereby becoming unconscious 
to the fact we become more reli-
ant on the output of AI. We need 
to remember that the way we un-
lock the true potential of AI within 
healthcare is if we allow humans 
to do what they do best and allow 
machines to do what they do best.

AI has its limitations in which it per-
forms sub-par to humans in certain 
aspects of delivery of healthcare, 
a case in point made by the Royal 
College of General Practitioners43, 
which states that “GPs are high-
ly-trained medical professionals: 
[apps and algorithms and GPs] 
can’t be compared and the former 
may support but will never replace 
the latter”. Healthcare profession-
als have not only spent a number 
of years attaining knowledge and 
the ability to retrieve that knowl-
edge for the benefit of patients, 
but they’ve also learnt a whole 
host of other skills, such as deal-
ing with patients when delivering 

traumatic news. Examples include: 
telling someone that a loved one 
has passed away, informing a pa-
tient they have tested positive 
for HIV, or delivering good news, 
such as when cancer treatment is 
no longer needed. Making judg-
ments when providing healthcare 
to a patient with complex needs is 
an incredibly tricky task. It requires 
empathy, the ability to communi-
cate and the ability to reconfigure 
a solution, which current AI models 
simply don’t have. Where a patient 
works in a job that is a barrier to 
treatment, has a disability or even 
isn’t fully disclosing information to 
a healthcare professional out of 
fear, discomfort or embarrassment, 
a human might be able to pick 
up and deal with such scenarios, 
whereas a AI model can’t. Moreo-
ver, if a patient is actually providing 
incorrect information as an input to 
an AI model, without the AI model 
recognising the information provid-
ed is incorrect, that could be detri-
mental to an individual’s health and 
could even be lethal, either through 
wrong treatment or a missed diag-
nosis. This is exactly why we must 
remember that humans have hu-
man skill which is trained and ob-
tained that no current AI solution 
can have. AI solutions can support 
but shouldn’t (yet) replace trained 
healthcare staff.

Furthermore, one particular issue 
with healthcare given to patients is 
the ability for a patient to recall key 
information. For instance, a study 
out of Brown University School of 
Public Health44 presents a study 
in which: “Overall, 49% of reso-
lutions were recalled freely and 

accurately, and an additional 36% 
were recalled accurately with a 
prompt. Fifteen percent could not 
be recalled or were recalled erro-
neously. The numbers were similar 
when medical and behavioural res-
olutions were examined separate-
ly.” As previously mentioned, this 
can heavily skew the results that AI 
technology gives and even bring 
heavy differences in the quality of 
healthcare that is provided to an in-
dividual depending on age, anxiety 
level, and reluctance to disclose 
symptoms. This is where the abil-
ity of a healthcare professional is 
especially important - in bringing 
comfort and providing a safe space 
to a patient for them to disclose 
symptoms.

However, in all cases specified, 
data analytics can still be used by 
healthcare professionals to better 
inform them - combining the pow-
er of data analytics with the wealth 
of experience of the profession-
al, ensuring we obtain the best of 
both worlds. To enable this, we 
must ensure that professionals feel 
confident to challenge the output 
of a piece of technology with the 
knowledge of how it comes to a 
particular decision (raising difficul-
ties in the case of “black boxes”) 
and ensuring they have a basic un-
derstanding of the underlying way 
these pieces of technology works 
so as to learn their shortcomings. 
The reason for such caution is sim-
ply in the interest of patient safe-
ty. Ensuring professionals stay in 
charge, we obtain the best of both 
worlds and no one is left behind, 
whatever the state of their health. 
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systems.  The perfect setup is each 
patient having a single electron-
ic health record, consistent with 
every other patient’s electronic 
health record, all under one frame-
work - but, this is simply not the re-
ality in the NHS. A report by Ernst 
& Young45 states: “there will be a 
significant process and technology 
costs associated with aggregation, 
cleaning, curating, hosting, ana-
lysing and protecting the transfor-
mation of these raw data records 
into a consolidated longitudinal 
patient-level data set”. However, 
the report same also notes that 
the data held by the NHS is of high 
value, noting that:  “The curated 
NHS data set is an intangible asset 
with a current valuation of sever-
al billion pounds and a realisation 
of £9.6bn per annum in benefits 
(i.e., the NHS benefits worth £5bn 
per annum and the patient bene-
fits worth £4.6bn per annum) that 
could be unlocked following the 
generation of insights”46. It further 
estimates that the value of emer-
gency medical record data per 
patient is greater than £10047. This 
alone shows that the data held by 
the NHS is a national asset to be 
recognised and protected and pa-
tients are well within their rights to 
expect maximum returns from their 
data. However, such value coming 
from NHS data raises a further is-
sue - that of privacy concerns.

As the need for high volumes of 
“quality data” increases (compa-
nies as well as the NHS are in-
creasingly “data-needy” from want-
ing to quickly develop working AI 
solutions), the risk of overlooking 
privacy concerns of the public in-
creases and can inflate a previous 
challenge mentioned earlier, which 
is building public confidence. A 
case in point is shown in an article 
in The Times48 at the end of 2019, 
where it was reported that Amazon 
was given free access to NHS data 
and that “The $863bn company 
(Amazon) can access ‘all health-
care information’ gathered by the 
NHS at the UK taxpayers’ expense, 
including ‘symptoms, causes and 

definitions’... Amazon can use the 
information to make, advertise and 
sell ‘new products, applications, 
cloud-based services and/or dis-
tributed software’ and can share 
it with third parties”. The Times 
also stated that “A commercial 
lawyer who analysed the contract 
said – ‘the most alarming thing is 
that Amazon isn’t paying anything 
for this and the data is very valua-
ble’”. When the deal between the 
NHS and Amazon was first struck 
around July 2019, it raised many 
public concerns49. Phil Booth, 
co-ordinator at medConfidential 
said: “personal and health data is 
heavily protected under GDPR in 
the UK, but Amazon Alexa doesn’t 
comply with the same laws”, with 
Big Brother Watch “labelling the 
partnership a ‘data protection dis-
aster waiting to happen’”. This isn’t 
an isolated incident - as mentioned 
earlier, there are conclusions from 
the ICO that the “Google Deep-
Mind NHS app test broke UK priva-
cy law”50 and news stories showing 
NHS trusts giving Google the abil-
ity to process confidential patient 
data51 in combination with Goog-
le declining to release contract 
details. This lack of transparency 
will ultimately break public confi-
dence and lead to a evaporation 
in trust between patients and the 
NHS, which would have several fol-
low-on consequences, as well as 
killing the potential discussed up 
until this point. 

Lastly, the issue of bias is intro-
duced. As AI solutions are only as 
good as the data fed into them, we 
see countless examples of algo-
rithms displaying existing inequal-
ities and even exacerbating such 
inequalities due to the data being 
used to train such AI solutions in-
corporating existing biases in the 
world today. One example of this 
having real life consequences is 
in America52, where an algorithm 
used in many US hospitals was 
found “less likely to refer black peo-
ple than white people who were 
equally sick to programmes that 
aim to improve care for patients 

with complex medical needs.” - 
introducing a two-tier system in 
heathcare and showing serious 
risk of perpetuating inequality to a 
level seen when racial segregation 
was prevalent in the United States. 
The data that is being used to train 
such algorithms must be closely 
examined and scrutinised before 
being used and even once a result 
is generated such results must be 
further dissected. The challenges 
around data privacy are discussed 
in Section 3: Conclusions: Policy 
Proposals.

Not only are individuals’ privacy at 
risk, but there is also a real risk of 
unmonitored AI solutions taking 
existing institutional racism within 
society and showing, perpetuat-
ing, and even expanding it. This 
means that safeguards must be 
put in place. Opponents to safe-
guards might call it “red tape”, “un-
necessary bureaucracy” and say 
it slows down the implementation 
of AI solutions, but such measures 
being put in place will mean the 
NHS will make better use AI solu-
tions quicker, as where public con-
fidence supports it and individuals 
feel safe with its implementation 
the NHS will ultimately get much 
more support in the long-run.

We must keep in mind that it is the 
general public and NHS staff who 
will be working with AI solutions 
and who are the biggest stake-
holders in all this. We need them to 
play a central role in the implemen-
tation of AI solutions in all areas of 
life, as well as health, if we are to 
fully realise the potential of AI with-
in existing society.

So far, we have discussed the po-
tential for AI and how stakeholders 
feel about its use, but we have not 
actually talked about its own limita-
tions. The three that present them-
selves the most to the author are: 
the ability to obtain quality data in 
high volumes; the subsequent pri-
vacy issues that arise; and the bias 
that can come with these technol-
ogies (the latter two being covered 
in detail in Section 3: Conclusions: 
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Policy Proposals and Section 1: 
Equality and Biases). 

On the first issue of data quality: 
for AI solutions to work as intend-
ed, they are largely dependent on 
large levels of high-quality data. 
When describing data as being of 
“high quality”, there is no formal 
definition, but it is generally accept-
ed to be reliable, complete, and 
consistent. Unfortunately, the data 
available in the NHS is disconnect-
ed across many different systems.  
The perfect setup is each patient 
having a single electronic health 
record, consistent with every other 
patient’s electronic health record, 
all under one framework - but, this 
is simply not the reality in the NHS. 
A report by Ernst & Young states: 
“there will be a significant pro-
cess and technology costs asso-
ciated with aggregation, cleaning, 
curating, hosting, analysing and 
protecting the transformation of 
these raw data records into a con-
solidated longitudinal patient-lev-
el data set”. However, the report 
same also notes that the data held 
by the NHS is of high value, noting 
that:  “The curated NHS data set is 
an intangible asset with a current 
valuation of several billion pounds 
and a realisation of £9.6bn per an-
num in benefits (i.e., the NHS bene-
fits worth £5bn per annum and the 
patient benefits worth £4.6bn per 
annum) that could be unlocked fol-
lowing the generation of insights”. 
It further estimates that the value 
of emergency medical record data 
per patient is greater than £100. 
This alone shows that the data held 
by the NHS is a national asset to be 
recognised and protected and pa-
tients are well within their rights to 
expect maximum returns from their 
data. However, such value coming 
from NHS data raises a further is-
sue - that of privacy concerns.

As the need for high volumes of 
“quality data” increases (compa-
nies as well as the NHS are in-
creasingly “data-needy” from want-
ing to quickly develop working AI 
solutions), the risk of overlooking 
privacy concerns of the public in-

creases and can inflate a previous 
challenge mentioned earlier, which 
is building public confidence. A 
case in point is shown in an article 
in The Times at the end of 2019, 
where it was reported that Amazon 
was given free access to NHS data 
and that “The $863bn company 
(Amazon) can access ‘all health-
care information’ gathered by the 
NHS at the UK taxpayers’ expense, 
including ‘symptoms, causes and 
definitions’... Amazon can use the 
information to make, advertise and 
sell ‘new products, applications, 
cloud-based services and/or dis-
tributed software’ and can share it 
with third parties”. The Times also 
stated that “A commercial lawyer 
who analysed the contract said 
– ‘the most alarming thing is that 
Amazon isn’t paying anything for 
this and the data is very valuable’”. 
When the deal between the NHS 
and Amazon was first struck around 
July 2019, it raised many public 
concerns. Phil Booth, co-ordinator 
at medConfidential said: “personal 
and health data is heavily protect-
ed under GDPR in the UK, but Ama-
zon Alexa doesn’t comply with the 
same laws”, with Big Brother Watch 
“labelling the partnership a ‘data 
protection disaster waiting to hap-
pen’”. This isn’t an isolated incident 
- as mentioned earlier, there are 
conclusions from the ICO that the 
“Google DeepMind NHS app test 
broke UK privacy law” and news 
stories showing NHS trusts giving 
Google the ability to process confi-
dential patient data in combination 
with Google declining to release 
contract details. This lack of trans-
parency will ultimately break public 
confidence and lead to a evapora-
tion in trust between patients and 
the NHS, which would have sever-
al follow-on consequences, as well 
as killing the potential discussed 
up until this point. 

Lastly, the issue of bias is intro-
duced. As AI solutions are only as 
good as the data fed into them, we 
see countless examples of algo-
rithms displaying existing inequal-
ities and even exacerbating such 

inequalities due to the data being 
used to train such AI solutions in-
corporating existing biases in the 
world today. One example of this 
having real life consequences is in 
America, where an algorithm used 
in many US hospitals was found 
“less likely to refer black peo-
ple than white people who were 
equally sick to programmes that 
aim to improve care for patients 
with complex medical needs.” - 
introducing a two-tier system in 
heathcare and showing serious 
risk of perpetuating inequality to a 
level seen when racial segregation 
was prevalent in the United States. 
The data that is being used to train 
such algorithms must be closely 
examined and scrutinised before 
being used and even once a result 
is generated such results must be 
further dissected. The challenges 
around data privacy are discussed 
in Section 3: Conclusions: Policy 
Proposals.

Not only are individuals’ privacy at 
risk, but there is also a real risk of 
unmonitored AI solutions taking 
existing institutional racism within 
society and showing, perpetuat-
ing, and even expanding it. This 
means that safeguards must be 
put in place. Opponents to safe-
guards might call it “red tape”, “un-
necessary bureaucracy” and say 
it slows down the implementation 
of AI solutions, but such measures 
being put in place will mean the 
NHS will make better use AI solu-
tions quicker, as where public con-
fidence supports it and individuals 
feel safe with its implementation 
the NHS will ultimately get much 
more support in the long-run.

We must keep in mind that it is the 
general public and NHS staff who 
will be working with AI solutions 
and who are the biggest stake-
holders in all this. We need them to 
play a central role in the implemen-
tation of AI solutions in all areas of 
life, as well as health, if we are to 
fully realise the potential of AI with-
in existing society. 
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CONCLUSIONS AND RECOMMENDATIONS 
FOR AI IN HEALTHCARE

To bring everything discussed 
together, a strategy should be 

formulated to maximise poten-
tial. Going forward, to ensure that 
AI can be a success in healthcare, 
three T’s must be satisfied, with 
trust being central to the strategy:

• Transparency: The way trust 
is built is through the public 
knowing exactly how their data 
is being processed, who is han-
dling such data and what con-
clusions are being made from 
that data. They must also, in 
plain English, be informed on 
how their data is being used 
and in a language they under-
stand, not told. We all have the 
experience of signing up a pri-
vacy agreement when access-
ing services, even though we 
don’t know what we’re agree-
ing to (simply to avoid reading 
the jargonised privacy policy). 
This is even more critical with-
in healthcare, as the difference 
here is that we don’t choose 
to access a service or not - we 
rely on health services, and pa-
tients have every right to know 
how their data is to be used. 
Through this transparency, oth-
er organisations and individu-
als such as publicly backed in-
dependent bodies, academics 
and elected officials can scru-
tinise how patient data is being 
used and ensure accountability 
is maintained and upheld.

• Trust: Being transparent, open 
and honest about how data is 
managed builds trust amongst 
healthcare staff and patients. 
From that, the public and 
healthcare professionals be-
come more and more keen to 
see how AI can next improve 
healthcare and with more and 
more staff being more keen 
to make use of AI solutions in 
their practices.

• Transition: Once the public and 
healthcare professionals have 
overwhelming confidence in 
the use of AI in healthcare, we 
can move to how the health-
care system can be trans-
formed - moving from reac-
tive to preventive healthcare 
through use of data, where 
humans do what they do best 
and allowing AI to do what it 
does best. This is achieved 
through setting up NHS data 
to be 21st century ready (which 
will require world-class data 
management), making its data 
adaptable, high quality and fit 
for the future.

To execute such a strategy, several 
policy recommendations are pre-
sented below:

• A campaign or government 
programme aimed informing 
the public of their rights sur-
rounding the handling their 
data as well as the relevant 
regulations

• This is done in conjunction 
with robust regulation and 
governance to monitor and 
mitigate any inappropriate 
use of patient data

• The setting up of an independ-
ent body which inspects and 
stamp-marks companies and 
freelancers which meet the 
required standard in data han-
dling and management, with 
the ability to rescind such ac-
creditation

• See Section 3: Conclusions: 
Policy Proposals for more 
details on a dedicated AI 
regulator and data stand-
ards

• A feasibility study should be 
enacted to look at legislation 
which requires data to be of a 
certain “quality” (including but 
not limited to no bias and exist-

ence of structural inequalities 
within society) before it can be 
used to train AI models which 
are to be used in the NHS

• Setting up of a patient working 
group as well as a staff work-
ing group on AI within the NHS: 
this would be comprised of a 
diverse number of patients and 
NHS staff and its goal would be  
to meet and discuss with NHS 
leaders their thoughts, ideas, 
concerns; and to represent the 
wide range of NHS patients and 
staff in how AI is implemented 
into the NHS, ensuring that the 
public and staff are brought 
along on the journey

• Ensuring recommendations 
made by AI solutions on health-
care is only provided to profes-
sionals once they have come 
to a conclusion about the ap-
propriate course of healthcare 
for a patient themselves, to 
ensure AI solutions assist pro-
fessionals rather than replac-
ing them outright and to avoid 
anchoring bias

• The planning of NHS data to 
be streamlined and reorgan-
ised through world-class data 
management and restructuring 
such data in a way which makes 
it “21st century ready”, allow-
ing for better quality data to 
be used for when AI solutions 
are to be developed, either by 
the NHS and/or external com-
panies, with the stipulation that 
the data is fully anonymised 
and handled with consent of 
the patients. This is achieved 
through setting up “processes 
and data workflows to aggre-
gate, clean and convert these 
fragmented and isolated data 
records into a single high-qual-
ity, analysable data set”53 such 
that we eliminate the fragmen-
tation within NHS data, and 
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combine electronic health re-
cords all under one system to 
produce a high quality custom-
er-centric dataset. This is to 
ensure sustainability, flexibility 
and “future-proofs” the data, 
such that there remains the 
ability to adapt to future chang-
es in requirements and incom-
ing breakthroughs

• Ability to incorporate data from 
other sources about a patient 
(with the patient’s permission), 
such as data from wearable 
technology to smart home de-
vices, in combination with the 
data about a patient that is 
available in the NHS. Patients 
are then empowered to decide 
what data can be used to con-
tribute to the outcome of the 
verdict of an AI model which 
makes up their healthcare (so 
long as a human professionals 
remains in control and has the 
ability to overrule the verdict 
of an AI model). We must also 
keep in mind confirmation bias 
and the risk of “cherry picking” 
by patients, where the patient 
may choose data to obtain a 
certain outcome or to present 
an image of their health which 
isn’t real. Again, that is why a 
human professional must re-
main central to the providing 
of healthcare to a patient, as 
the human skills of a profes-
sional is what makes health-
care so effective. An example 

where this can be displayed 
is where a patient is suffering 
from an addiction and decides 
to provide data which they may 
deem favourable to generate 
a favourable verdict from an AI 
model, which is not in the pa-
tient’s interest. This could end 
up with the patient missing out 
on life-saving treatment

• A push towards using open-
source solutions or using exist-
ing open source frameworks in 
development

• Improves the transparency 
of AI solutions that are im-
plemented into the NHS

• It would allow anyone 
to scrutinise how algo-
rithms are coming to de-
cision they are coming 
to, including academics, 
scrutiny panels and the 
public

• Improves the security of 
AI solutions that are imple-
mented into the NHS

• Enables healthcare pro-
fessionals to participate in 
the broader debate around 
AI, resulting in their under-
standing of such AI technol-
ogy increasing. This leads 
to improved healthcare 
through allowing profes-
sionals to know how such 
AI technologies have come 
to a specific decision

• Requiring clinical trials on AI 
technology that are being 
planned to be used in health-
care to be made mandatory. 
This is to ensure their effective-
ness in practice (currently, clin-
ical trials aren’t required for AI 
use cases by NHS trusts)

• The setting up of a “data do-
nor” scheme, such that indi-
viduals, like an organ donor 
scheme, can donate their data 
for research purposes and to 
develop further AI solutions. 
This should be started when 
the public is at a point where 
they feel comfortable in con-
tributing to the implementation 
of AI within healthcare

• This would give strict ac-
cess for academics, com-
panies, and freelancers 
(which are stamp-marked, 
as explained above) such 
that they can use the data 
to develop AI solutions

• There is an ongoing discus-
sion on whether citizens 
should be forced to give 
up their data if the benefits 
to the collective are great 
enough. Mandatory data 
collection would ensure 
that voluntary data is not 
skewed towards a certain 
demographic, which seems 
likely. This is discussed in 
the Data section of Section 
3: Conclusions: Policy Pro-
posals. 
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AUTOMATING DEFENCE: INNOVATION AND 
THE INCREASING ROLE OF ARTIFICIAL 
INTELLIGENCE IN WARFARE AND 
NATIONAL SECURITY

The wars of the 21st century 
are going to become increas-

ingly nasty, brutish and short. 
Their ferocity and intensity are de-
veloping in tandem with new tech-
nologies and methods of warfare. 
Meanwhile, the development of AI 
technologies opens up a possible 
future of a world radically trans-
formed, and it is no less so within 
the realm of warfare and national 
security.

The above oft-quoted statement 
by the Russian President Vladimir 
Putin only tells part of the story 
about the role of AI in the future, 
and those who look to wield its 
power. Foremost, AI is only as 
powerful as the computer systems 
it runs on, the information it is fed, 
and the complex international in-
novation systems that make its 
various parts. This detailed web of 
socio-technical systems that under-
pin the emergence and innovation 
of new and existing technologies 
are increasingly found in national 
security debates. It is a situation 
that has seen an increasing politi-
cisation as grey zone activities, in 
which battles are often fought at 

the sub-threshold of war, become 
the norm.

Over 200 years have elapsed 
since the military theorist Carl von 
Clausewitz defined war as “the 
continuation of politics by other 
means”. Much has changed since, 
and drastic transformation is on 
the horizon as mechanisation be-
comes intertwined with machine 
intelligence. Yet, technology too is 
deeply political - and its develop-
ment is not linear. That is, we can-
not expect technology, such as AI, 
to develop unless we make active 
choices as societies towards doing 
so, and our actions determine the 
outcome. The technological tools 
and methods of war are then them-
selves a continuation of politics by 
other means. 

For some, defence spending can 
be considered a public good, but 
for others, it can also contribute to 
global insecurity. Technologies are 
said to have a dual-use when they 
have both civilian and military ap-
plications. While the majority of AI 
innovation is currently found in the 
private sector for civilian purposes 
some of these developments are 

likely to have a dual-use. In addi-
tion to this, it looks as if AI will be-
come a general-purpose technol-
ogy and be diffused widely across 
society within a broad spectrum of 
applications. Given this, it can be 
difficult to prise apart the civilian 
and military aspects of AI develop-
ment, especially when considering 
second order impacts and inno-
vations. Something made more 
difficult since innovation does not 
take place in a vacuum, it does so 
alongside and within other states, 
and their competing notions of se-
curity and insecurity. 

Due to the intermingling and blur-
ring of the civil-military dichotomy, 
it will be useful to briefly outline 
the relationship of innovation with 
national security before coming 
addressing AI technologies and 
applications more directly. The 
themes within this chapter outline 
how the state can be proactive, 
adaptive and even entrepreneurial 
in developing AI and other emerg-
ing technologies, and how it won’t 
be able to just rely on the market in 
the future. 

. 

Historically the defence sector 
has played a nurturing role 

in the development of numerous 
technologies. The internet being 
one example, its historical lineage 
is rooted in the creation of the 
military network ARPANET, which 
inspired technologies that now un-
derpin the net as we know it. Gov-

ernment spending on defence is 
one of the largest contributors to 
research and development (R&D) 
globally. Comparatively, the UK 
has sold off active parts of the 
state under the mantra of ‘the pri-
vate sector knows better’ since the 
1980s. Yet, the defence sector, and 
all its industrial might, has often 

been bolstered by state support. 
Advances in AI, however, have of-
ten come from commercial sector 
innovation, and defence has been 
left trying to catch up. This situa-
tion has forced the defence sector 
to lean more on commercial enter-
prises for access to technologies 
more so than it may have done in 

“Whoever leads in AI will rule the world.” ― Vladimir Putin

“By far the greatest danger of Artificial Intelligence is that people conclude 
too early that they understand it.” ― Eliezer Yudkowsky

AI, innovation, and national security

By Luke Richards

DEFENCE & CYBER
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the past. 

National security concerns may 
drive Britain, and other states, to 
change the way they currently ap-
proach technology and trade. Re-
cently, the increasing politicisation 
of technological development has 
made its way into public life through 
increasingly bitter spats between 
the US and China, often referred to 
as the tech war. Legitimate secu-
rity concerns have become mired 
in other geopolitical and economic 
ambitions and agendas. Debates 
around what technologies and 
where they come from and who 
they are sold to have historically 
stayed far from public discourse. 
However, as new technologies al-
low our everyday lives to become 
weaponised, new approaches to-
wards innovation, governance and 
regulation will have to be taken. 

For years the UK has failed to in-
vest in R&D, and has shied away 
from developing a comprehen-
sive industrial strategy. Some have 
called for the creation of a British 
version of the United States’ De-
fence Advanced Research Project 

Agency to drive new innovation 
and fund seemingly wacky ideas. 
If implemented correctly, it could 
go some way to remedy previous 
policy deficiencies, although a 
plethora of challenges will remain. 
For now, the MoD is attempting to 
drive innovation around AI tech-
nologies through the private sec-
tor and academia. Projects such as 
the Defence and Security Acceler-
ator and the National Cyber Secu-
rity Centre’s Cyber Accelerator are 
examples of the state attempting 
to ferment innovation within the 
private industry. Schemes such as 
this can create both the skills the 
country needs within its workforce 
and an industrial base it can draw 
from for the sake of its security.

Britain will not be able to develop 
entirely new industries in every 
area. In some areas, it will have to 
rely on the industrial skills of those 
it trusts for specific products. Con-
versely, it may also have to think 
more about the products British 
companies make, and the mar-
kets they sell to. Such changes will 
challenge prevalent notions of free 
trade. 

Defence innovation has shown 
how an active state can create an 
environment for clusters of cutting 
edge industries to grow. There is 
little reason why the innovation 
measures being fostered for de-
fence could not be applied else-
where - for say, helping solve so-
cietal grand-challenges, such as 
global warming. A co-production 
of tech development between the 
state and industry in other areas 
would also allow the state to build 
relevant technical skills for civic 
purposes and institutional memory 
to draw from to better regulate. 

This section has outlined how the 
role of innovation, technologies 
such as AI, and national securi-
ty concerns are likely to become 
more prominent and the politics 
around it fraught. Yet such tech-
nology is being developed, and in 
some areas Britain is leading, but 
it comes with risks and opportuni-
ties. The rest of this chapter will ex-
plore the use of AI in defence. 

 

The use of AI within defence is 
both a pressing issue and one 

that is subject to much hype. As 
with most facets of AI, there is an 
array of potential applications to 
its use and both incremental and 
radical changes across this broad 
spectrum of applications is possi-
ble. 

AI technologies are likely to be 
deployed across a range of cyber 
electromagnetic activities, acting 
across both the physical and cog-
nitive domains. It could also be 
deployed in a more direct role as 
a force enabler, through the use of 
increasingly automated weapons 
systems, for example. The time 
horizon for the development of 
artificial general intelligence is un-
known or, indeed, not possible to 
predict. Instead, human-machine 

teaming using narrow AI systems 
complementing human intelli-
gence is much more likely. 

With a rise in automated and in-
creasingly digital systems will 
also come a compression in time, 
as the tempo and speed in which 
war takes place increases. The 
full-spectrum digital battlefield will 
produce volumes of data beyond 
the scope of human cognition. So, 
AI will be needed just to keep up 
with what is taking place. Changes 
brought about by AI-powered sys-
tems within the realm of defence 
could destabilise existing norms of 
warfare and create new problems 
within existing security issues, 
such as nuclear. 

The issue that perhaps gets the 
most attention is the development 
of lethal autonomous weapons 

systems (LAWS). There is an ar-
ray of ethical and legal issues that 
have arisen through debates on 
whether autonomous machines 
that can kill should even be devel-
oped. There is also some debate 
over what a lethal autonomous 
weapons system, as opposed to 
an automated weapons system, is. 
The MoD makes a clear distinction 
between the two:

Automated: “Response to inputs 
from one or more sensors, is pro-
grammed to logically follow a pre-
defined set of rules in order to pro-
vide an outcome. Knowing the set 
of rules under which it is operating 
means that its output is predicta-
ble.”

Autonomous: “is capable of under-
standing higher-level intent and 
direction. From this understanding 

AI in defence
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The politics of technology is 
often never at the forefront 

of either its development or use. 
This has shifted recently as con-
cerns around the potential securi-
ty issues around technology have 
become more prominent in the ci-
vilian sphere as states in the West 
have begun to question China’s 
international ambitions. The recent 
Huawei debate in Britain has dis-
played if anything that Britain sim-
ply doesn’t have the manufactur-
ing capability or the knowhow on 
a national scale to produce certain 
technologies domestically and is 
reliant on others. 

It is often tricky to forecast techno-
logical change, and perhaps even 
more so alongside its relation to 
national security. When it comes to, 
say, 5G, Britain is entirely reliant on 
a small number of equipment man-
ufacturers. Issues such as this also 
fall over into the arena of AI. For 
example, countries are dependent 
on a handful of states that can pro-
duce the most advanced computer 
chips. Those that can are further 
dependent on states that manufac-

ture lithography equipment within 
their plants. Britain cannot create, 
and it is unlikely to develop the 
ability to manufacture such items. 
For all the country’s political ambi-
tions to enhance aspects of what it 
perceives as its sovereignty, it will 
remain technologically dependent 
on others. Global politics and tech-
nological futures will have to be 
addressed going forward at funda-
mental policy and regulatory lev-
els. Especially as AI development 
within the UK will be subject to in-
ternational pressures and unfore-
seen events. 

The European Union (EU) is at-
tempting to develop parts of its 
tech sector to achieve technolog-
ical sovereignty. It is an attempt 
to make it neither over-reliant on 
the US or China for the supply of 
specific technologies. Britain may 
be a world leader in some areas of 
AI development. Still, it is entirely 
dependent on others to build the 
hardware systems the software 
runs on. Compared to the EU, Brit-
ain has neither the economic or 
normative power to shift the global 

development of technologies in its 
favour.

When Britain leaves the EU and 
takes up its mantle as a ‘global 
free-trading nation’ it may have to 
make increasingly stark choices 
around trade and national secu-
rity. It is likely to find itself stuck 
between the US and China over 
technologies and may be forced 
to take one side or another. Given 
this, technological insecurity could 
become an increasing worry for 
Britain’s national security. 

The developing civil-military nexus 
and widening security paradigms 
of AI, and many other technologies, 
will raise issues for all subsequent 
British governments. Security con-
cerns will need a more proactive 
and reactive state, one that will 
have to work closely with the pri-
vate sector. However, Britain’s abil-
ity to govern and direct the course 
of the development of AI and other 
emerging technologies in general 
could find itself diminished some-
what as time goes on. That is not 
to say it should not try and align it-
self with a version of the future that 

AI, politics and technological futures

and its perception of its environ-
ment, such a system is able to take 
appropriate action to bring about 
a desired state. It is capable of de-
ciding a course of action, from a 
number of alternatives, without de-
pending on human oversight and 
control, although these may still be 
present. Although the overall ac-
tivity of an autonomous unmanned 
aircraft will be predictable, individ-
ual actions may not be.”

Britain is active in multilateral fora 
and global dialogue discussing 
the issue of LAWS. The main focus 
of the debate so far has been the 
Convention on Certain Conven-
tional Weapons (CCW). 

In 2016 the UK government stated 
that “the UK believes that LAWS do 
not, and may never, exist. Further-
more, we have no intention of ever 
developing systems that could op-

erate without any human control.” 
At present, Britain is one of only 
12 countries to come out against a 
preemptive ban on such systems. 

Human control has become a cen-
tral feature to debates at the inter-
national level. It places human per-
ception and judgment on whether 
to use lethal force in a specific in-
stance at its centre. 

The UK’s stance towards LAWS is 
centred on allowing for its devel-
opment, but with a focus on hu-
mans ultimately being responsible 
for machines and their actions. In 
such a scenario, weapons could 
be powered by varying degrees of 
autonomy depending on the con-
text they’re used. Many weapons 
systems already have a degree 
of autonomy; a missile once fired 
will navigate towards its target, for 
example. There is a spectrum of 

autonomy that can be achieved 
within weapons systems. It encom-
passes the capacity for machines 
to assess their surroundings and 
what to strike. 

Discussing the use of AI in de-
fence needs to be broader than 
LAWS as the technology advanc-
es and it finds purpose in a pleth-
ora of other ways. The first waves 
of automation within the defence 
sector are already happening, and 
relatively inane compared to the 
fear aroused over LAWS. AI is cur-
rently applied within areas such as 
logistics, geospatial analysis, intel-
ligence and cybersecurity to aid 
humans. AI and automation are be-
coming more profound and applied 
without any controversy; warfare 
and defence is already becoming 
automated - the consequences of 
which it is too early to know. 
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NATIONAL DEFENCE DIGITALISATION: CYBER 
SECURITY AND ARTIFICIAL INTELLIGENCE 
Cyber is one area where the 

UK punches above its weight 
globally. Britain has a robust cyber-
security sector and has implement-
ed a whole of society approach to 
dealing with cyber risks.

In addition to this, it has a well-con-
nected cyber-ecosystem and 
world-leading expertise within the 
government in organisations such 
as Government Communications 
Headquarters (GCHQ) and its civil-
ian oriented arm the National Cyber 
Security Centre (NCSC). The coun-
try’s cyber mass is also bolstered 
by specialists within Defence Intel-
ligence and various military units. 
As with AI, cyber capabilities, skills 
and innovations are concentrated 
within the private sector. This situ-
ation has seen the defence sector 
encourage innovation for national 
security. Going forward, the devel-
opment of AI will bring challenges 
and benefits to cybersecurity. 

The perils and pitfalls of cyber and 
AI are entangled with the broad-
er digitalisation of society. Cyber 
technologies have allowed for an 
increasingly interconnected world 
with seemingly amorphous bound-
aries in which a multitude of state 
and non-state actors operate. 
Advances in AI have been driv-
en by the reams of data that dig-
ital technologies can increasingly 
capture; especially as variants of 
cyberspace have become ever 
more prevalent in everyday life. 
The ubiquity of digital technology 
Cyber is one area where the UK 
punches above its weight global-
ly. Britain has a robust cybersecu-
rity sector and has implemented a 
whole of society approach to deal-
ing with cyber risks.

In addition to this, it has a well-con-
nected cyber-ecosystem and 
world-leading expertise within the 
government in organisations such 

as Government Communications 
Headquarters (GCHQ) and its civil-
ian oriented arm the National Cyber 
Security Centre (NCSC). The coun-
try’s cyber mass is also bolstered 
by specialists within Defence Intel-
ligence and various military units. 
As with AI, cyber capabilities, skills 
and innovations are concentrated 
within the private sector. This situ-
ation has seen the defence sector 
encourage innovation for national 
security. Going forward, the devel-
opment of AI will bring challenges 
and benefits to cybersecurity. 

The perils and pitfalls of cyber and 
AI are entangled with the broad-
er digitalisation of society. Cyber 
technologies have allowed for an 
increasingly interconnected world 
with seemingly amorphous bound-
aries in which a multitude of state 
and non-state actors operate. 
Advances in AI have been driv-
en by the reams of data that dig-
ital technologies can increasingly 
capture; especially as variants of 
cyberspace have become ever 
more prevalent in everyday life. 
The ubiquity of digital technology 
and its ability to transgress nation-
al borders has created unique and 
unforeseen vectors for attack and 
disruption. 

Ongoing efforts have been made 
to secure the digital realm. The role 
of the state has been marked by 
the degree of fluidity it has needed 
to adapt to cyber challenges. For 
example, the UK’s first National Cy-
bersecurity Strategy was released 
in 2011 and looked to the market to 
drive changes. However, the latest 
(2018) notes that “this approach 
has not achieved the scale and 
pace of change required to stay 
ahead of the fast-moving threat.” 
The UK government has had to 
intervene and actively invest and 
support market forces to build its 

cyber competencies.

What has developed from the gov-
ernment’s cyber policies looks 
like what the economist Mariana 
Mazzucato might call the entre-
preneurial state. Not only has the 
government intervened across so-
ciety to implement its strategy, but 
it has also actively pursued inno-
vation-led growth using both state 
and market forces. In doing so, it 
has encouraged business start-ups 
around clusters of cyber business-
es and skills within the UK to create 
a level of cyber self-sufficiency. In 
some areas of national security the 
state is partly reliant on the private 
sector. The UK military’s Joint Cy-
ber Reserve Force is one example 
of one way in which the military has 
reached out to those in the private 
sector with the skills it needs. So 
the UK’s cyber industrial base, sup-
ported in part by the state, gives it 
a broader well of expertise to draw 
from.

Cyber technologies are a conduit 
through which AI can operate, and 
the two areas are closely linked, as 
shown by the examples below. 

is both ethical and democratic. It 
should attempt to create this future 

through partnerships with its allies 
and the wider international com-

munity and push to develop AI for 
good. 
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One of the ways AI could be 
utilised for hybrid warfare is 

the propagation of so-called fake 
news and the use of deep fakes.

A synthetic media created by AI 
tools - to spread propaganda or 
sow social dissent; a theme picked 
up by Tom Ascott in the following 
chapter. Digital technologies and 
products such as social media al-
low for both the dissemination of 
false narratives. It can also aid the 
collection of personal information 
that could be used to personalise 
propaganda and create alternative 
realities. The promulgation of syn-
thetic media across cyber domains 
such as social media and messag-
ing apps has the potential to cause 
social disruption and violent social 
unrest. It could rise to become a 
threat to democracy. 

One of the highest-profile cases 
of automated propaganda is per-
haps the Cambridge Analytica (CA) 
scandal. It involved the misuse of 

data taken from Facebook to tar-
get and influence voters in various 
elections. The company built an 
AI-based system that automatical-
ly tested variations of an ad before 
deciding which one to place and 
combined it with personal data to 
target and sway groups of voters 
effectively. The increasing amount 
of data about individuals openly 
collected and available to various 
actors combined with new tools 
and techniques of persuasion, 
such as deepfakes, open up an av-
enue for our actions and data to be 
weaponised against us. The regu-
lation of data and preventing data 
misuse could find itself crossing 
both civil and military boundaries. 

The private sector is starting to re-
spond to platforms being used for 
such purposes. For example, Face-
book has recently created a ma-
chine learning model it calls Deep 
Entity Classification (DEC) to detect 
fake accounts by analysing the way 
in which they interact and whether 

they use AI-generated profile imag-
es. The scale and scope of the tech 
giants and regulating them could 
become tricky from the perspec-
tive of international security. There 
is a tradeoff between over-regu-
lating and hampering innovation 
if there are no clear international 
guidelines for doing. States could 
gain both a competitive and strate-
gic advantage through not break-
ing up or regulating large firms. 
There are also tradeoffs between 
security and liberty when it comes 
to governing the use of cyber and 
data that won’t be the same across 
states either. The EU is attempting 
to set normative standards in such 
areas and leading on user privacy 
through regulations such as GDPR. 
Britain’s future regulatory regime 
will have to consider these dynam-
ics. 

Increased levels of competition at 
the sub-threshold of war and within 
the public sphere shows how dis-
connected this digital public space 

Automation propaganda (see also: Section 1: Communications)

AI and networked warfare

Networked computer systems 
are vulnerable to exploitation, 

and AI systems are being devel-
oped for offensive and defensive 
purposes.

There are many ways in which AI 
could be used for offensive cyber 
such as finding vulnerabilities in 
computer systems and propagat-
ing malicious code. On the defen-
sive side, machine learning can 
help in sifting through data to de-
tect abnormalities and potential cy-
ber-attacks before they can cause 
damage. There is some debate 
around what ‘cyberwar’ is and if it 
is even possible. The advent of AI 
cyber technologies and increased 
automation could make it easier 
for states and non-state actors to 
develop weapons and target sys-
tems. However, computer systems 
are just a large part of a socio-tech-
nical cyber system that could be 
exploited or manipulated. 

Data is becoming increasingly cru-
cial to the way the military oper-
ates. Major General Tom Copinger-
Symes CBE, Director of Military 
Digitisation, UK Strategic Com-
mand, notes that a blizzard of data 
is hitting our leaders and that we 
aren’t making sufficient sense of 
the data and are at risk of drown-
ing in the data and being asphyxi-
ated by lack of understanding.

The military is increasingly reliant 
on both the production and trans-
mission of information for data-cen-
tric informatized warfare: “Informa-
tion is no longer just an enabler, 
it is a fully-fledged national lever 
of power, a critical enabler to un-
derstanding, decision-making and 
tempo, and a ‘weapon’ to be used 
from strategic to tactical levels for 
advantage.“ Big data is an enabling 
technology for AI, but conversely, 
AI is also going to be needed to sift 
through the increasing volume of 

data future battlefields are going 
to generate and the potential stra-
tegic advantages found within it.  

As more of the battlefield is digi-
talised, it also opens up new ways 
through which can be fought. A 
pertinent example of this would 
be hybrid warfare’. This method 
of warfare uses “the synchronised 
use of multiple instruments of pow-
er tailored to specific vulnerabil-
ities across the full spectrum of 
societal functions to achieve syner-
gistic effects.” The UK, too, is look-
ing to exploit data for information 
advantage and cognitive effects 
for its advantage. This method of 
warfare blurs distinctions between 
civilian and military elements. AI 
could enable the development of 
tools that could collect surveillance 
and information on large groups of 
civilians and military personnel. 
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can be from territorial boundaries. 
The cyber domain allows for entire 
realities to be created and false 
narratives normalised in the in-
terests of one state over another. 
Yet the networks themselves are 
entirely physical. Looking ahead, 

Britain should strive for a truly in-
ternational approach to regulate 
AI, data, and related cyber technol-
ogies, especially as this is now a 
world in which AI can operate and 
act at scales and speed far beyond 
human comprehension. There is a 

need to cast aside certain staid no-
tions of sovereignty and give way 
to the realities of a deeply inter-
connected world to be truly effec-
tive. 

Luke works at the intersection of science and technology policy and international relations. He has worked 
on diverse issues such as AI policy and regulation, responsible innovation, and assessing the cyber capa-
bilities of states. More recently, he has focussed on the relationship between state and private power in 
the development, diffusion and use of emerging technologies alongside ways to democratise science and 
technology to co-produce a future that works for everyone.



50

AI AND DISINFORMATION, AN 
ALGORITHMIC ASSAULT ON 
DEMOCRACY

Disinformation has already 
helped to shape more of our 

significant political choices than 
one would like to admit, and the 
consequences of such a sharp 
rise in information warfare cam-
paigns are only starting to be fully 
understood.

Disinformation has played a role 
in not only recent UK elections, 
but the advancement of AI-driven 
disinformation technologies have 
worrying consequences for de-
veloping countries. Recently, an 
AI-created fake video sparked a 
failed military coup in Gabon. This 
technology has the extremely wor-
rying potential to change the po-
litical landscape anywhere in the 
world.

This paper follows the EU Commis-
sion’s High Level Expert Group on 
Fake News and Online Disinfor-
mation definition of disinformation 
as ‘false, inaccurate, or misleading 

information designed, present-
ed and promoted to intentionally 
cause public harm or for profit’.1

Disinformation, then, is not news 
stories that are found to be dis-
tasteful or disagreeable. Nor is 
it information that is peddled by 
self-styled experts or theorists – in-
formation that, while untrue, they 
believe to be true, which is misin-
formation. 

In this context, information warfare 
is a way to disrupt an adversary 
from being able to collect, process, 
and disseminate information. Dis-
information campaigns are used in 
information warfare to meddle with 
what people think, and to manipu-
late their opinions. 

The longer that disinformation can 
persist, the more of a problem it 
creates. It only works because it 
exploits a simple but core demo-
cratic notion; that what one reads 

online can be trusted to be true. 
This concept is what has allowed 
the Wiki foundation to flourish. 

Fundamentally, disinformation cor-
rupts the well of human knowledge 
- and it is not slowing down. Disin-
formation campaigns can currently 
prove beneficial for social media 
platforms, as they benefit from un-
clear and lax rules that allow for 
opaque political advertising. Such 
platforms build up detailed user 
profiles using thousands of data 
points. Even if these users remain 
anonymous to advertisers, their 
data is so comprehensive that 
adverts, or disinformation, can be 
tailored so specifically as to be 
incredibly convincing. Fears that 
advertising marketing and social 
media data are enough to unmask 
users are also deeply concerning. 


Disinformation is already altering our political landscape

By Tom Ascott

This is the information warfare 
arena into which disinforma-

tion is currently being deployed, 
in order to move the pendulum on 
key strategic decisions through 
the manipulation of a trusting on-
line culture and either using paid 
or organic groups.  

The disinformation itself is made 
manually and is posted online by 
trolls. In his 2016 report,  Special 
Counsel Robert S. Mueller III, de-
fined a troll as a user that will ‘post 
inflammatory or otherwise disrup-

tive content on social media or oth-
er websites’2.For the most part, dis-
information is still produced in ‘troll 
farms’ – offices where real people 
clock in every day, sit down at a 
computer and write disinforma-
tion online as part of a coordinated 
campaign3. These ‘trolls’ are paid 
and treat this like a normal job. Any 
website that has the ability for us-
ers to submit content or comments 
is a site where they can spread dis-
information.    

There are two inefficiencies in the 

way that disinformation is current-
ly being produced: quality and 
speed. In 2016, researchers from 
ZeroFOX44  tested SNAP_R (Social 
Network Automated Phishing with 
Reconnaissance) and found that it 
was six times faster at finding and 
engaging targets on Twitter, and 
five times more effective at con-
verting them to click on malicious 
links, as compared to a human 
counterpart. 

Disinformation predates AI

COMMUNICATIONS
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AI can make great leaps in 
eradicating these inefficien-

cies, thus becoming a faster and 
more efficient tool for spreading 
disinformation.  

The AI-powered algorithms used 
for targeting are already sophisti-
cated. The online tools available to 
advertisers to find users and mar-
ket to them are the same as those 
used in information warfare. In this 
instance, however, the bots them-
selves do not have to be particular-
ly smart. A bot, or a software-con-
trolled account, range from the 
simplest of designs to more so-
phisticated ones. 

There is a low marginal cost to 

having more bots on a network. At 
present, bots spreading disinfor-
mation do not have to be sophis-
ticated because the disinformation 
itself isn’t. The future, however, may 
start to present more advanced 
forms of disinformation which are 
increasingly in tune with individu-
al user data for content tailoring. 
Deepak Dutt, the CEO of mobile 
security company Zighra, opined 
that AI will be used to ‘mine large 
amounts of public domain and so-
cial network data to extract per-
sonally identifiable information like 
date of birth, gender, location, tele-
phone numbers, e-mail addresses, 
and so on’5. This information can 
then be analysed by AI tools to cre-

ate disinformation that is tailored to 
individuals. 

Such an approach would be effec-
tive as the psychological impact of 
disinformation is bolstered through 
repetition. The more a fine-tuned 
statement is repeated, the more 
likely that social network users will 
believe that it is true. This is called 
the ‘illusory truth effect’6. An effec-
tive way to spread disinformation 
– and to ensure users’ repeated 
exposure to it – is by message 
boosting. Bots do not need to send 
new and unique pieces of disinfor-
mation; instead, they can simply 
retweet or share existing pieces 
of disinformation that fit the same 
narrative. 

AI can supercharge disinformation 

In a simplistic way, disinforma-
tion campaigns can be split into 

two basic projects; the generation 
of content which is intended to 
manipulate an audience, and an 
ability to distribute that content. 

AI will greatly improve the ability 
for disinformation campaigns to 
distribute content, but it also pro-
vides for a greater ability to create 
content for those campaigns. The 
future of this content are deep-
fakes. 

Deepfakes are videos that are 
made by AI and replace the face, 
and sometimes voice, of one per-
son with another. They are high-
ly realistic7, and can be easier to 
make than any previous form of 
video editing or manipulation. 

Currently, the capacity of trolls who 
wage information warfare is limit-
ed by their ability to create visual 
propaganda. This includes shod-
dily captioned memes or photo-
shopped images that are often of 
a very low quality. Memes can be 
thought of captioned images one 
might encounter on social media 
sites - for example ‘Pepe the Frog’, 
the green cartoon frog that is often 

seen online.

If trolls are unable to create either 
of those then they will have to write 
text posts. Russian trolls can be 
betrayed by spelling, grammar or 
taxonomic errors8. However, deep-
fakes offer the potential for AI to 
generate the propaganda for them. 

The spread of memes and meme 
culture gives an insight into how 
one might anticipate deepfakes 
to spread. Memes have come 
from online image boards such 
as 4chan, to the mainstream web-
sites, such as Facebook, Instagram 
or Twitter. Presently, it is easy to 
find deepfakes on image boards 
that depict unethical content. 96% 
of deepfakes are of non-consen-
sual pornography9. Unless social 
media sites intervene, then it is 
only a matter of time until more of 
this type of content will be easily 
found on mainstream sites, much 
in the same way memes from im-
age boards have become a staple 
of social media sites. 

Deepfakes will only get better over 
time, becoming more convincing 
to the human eye, using less foot-
age to be made, and will be fast-

er and cheaper to produce. They 
are yet to reach their full potential, 
and there is plenty of private fund-
ing that is interested in advancing 
this technology. As they get easi-
er to make their different applica-
tions will be better understood by 
each sector, and they have already 
made their way into politics. 

In Gabon, a deepfake has already 
inspired a failed coup. President 
Ali Bongo left Gabon after suffering 
from a stroke. Months later, and af-
ter rumours of his death had start-
ed to circulate, the Vice President 
announced that President Bongo 
had suffered a stroke. An alleged 
deepfake video was then released, 
which showed President Bongo 
in good health in his address. But 
the ‘oddness’ of the video creat-
ed doubt, and the military cited 
that oddness as evidence that 
President Bongo was not well and 
launched an unsuccessful coup10. 

During the Brexit referendum so-
cial media platforms allowed each 
campaign to segment their audi-
ence into groups that were inter-
ested in different, specific, issues. 
Each group could be talked to in-

Deepfakes and disinformation
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dividually, and exclusively of other 
groups11. If you cared about animal 
rights, then you could be served 
adverts about how Brexit might ad-
vance animal welfare. Soon deep-
fakes will allow for those adverts 
to be AI-generated messages from 
politicians, or other recognisable 
figures, adverts designed to target 
increasingly smaller and more spe-
cific audiences.  

The numerous legal and produc-
tive applications of deepfakes, 
from mobile apps like Snapchat to 
blockbuster movies, make it unrea-
sonable to suggest that their crea-
tion ought to ever be illegal.  

The ability of a country to quickly 
and thoroughly fight disinformation 
is a metric that will soon be used to 
know how likely it will be to keep 
stability. While the UK currently 

has the capacity to fight disinfor-
mation campaigns, deepfakes will 
allow for far more realistic and con-
vincing fakes videos that will need 
more capable infrastructure to fight 
it. Additionally, the ability to fight 
disinformation in an ethical manner 
whilst preserving certain civil liber-
ties will be a key test for liberal de-
mocracies such as the UK. 

As much as AI can be used 
to create and spread disin-

formation, it can also be used to 
fight it. The latter is, however, 
much more difficult.  

The first target of anti-disinforma-
tion campaigns might be what one 
considers to be ‘inauthentic ac-
tivity’, such as spam posts by troll 
farm accounts. While some social 
networks like Facebook only want 
authentic users who represent 
real people, platforms like Twitter 
do not share this expectation. On 
Twitter, there is no preference for 
users to use their real names; a fact 
highlighted by the many satirical 
accounts which spoof real people. 

To remove or limit these accounts 
would be a direct blow against 
what the platform’s users enjoy 
about them.

Instead of restricting satirical and 
‘anonymous’ accounts, Twitter 
must look for behavioural pat-
terns12.These can point to coordi-
nated inauthentic activity and are 
often signs of disinformation cam-
paigns. AI can help to identify word 
patterns that can be indicators of 
disinformation and bot networks13.
However, as a technology, AI pat-
tern recognition is still developing. 
As such, it does not currently pro-
vide a complete solution to detect 
disinformation. It also still relies on 

human users to identify disinforma-
tion for training data and to make 
more complex decisions on the 
content that is flagged by this tech-
nology to avoid false positives. This 
human labour is often extremely 
manual, repetitive, and outsourced 
to developing countries

Algorithms are already being used 
to detect different types of content. 
Email spam filters, for example, are 
incredibly efficient at detecting 
spam emails. Advancements in the 
necessary technology will enable 
such detection tools to thrive fur-
ther. 

The AI arms race
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There are significant drawbacks 
with using AI to fight disinfor-

mation, including the underlying 
issues associated with the auto-
matic moderation of free speech.

Any attempt at using AI ought to err 
on the side of caution and not be 
overzealous, as dealing with dis-
information online is a persistent 
problem that cannot be solved, 
only stemmed. 

False positives from AI tools are 
a threat to platforms themselves. 

Over-moderation is antithetical to 
sites that thrive on user-generated 
content. 

Perspective is the machine learn-
ing algorithm that Alphabet and 
Google use. Unlike many of Goog-
le’s products, it is not an open tool. 
There are fears that tools used to 
moderate speech online – such 
as Perspective – can be misused 
or biased17. For example, it could 
be used by authoritarians to con-
trol speech, or a malicious actor 
to discriminate against a particular 

minority. If Google was more open 
with how the tool worked, then 
the tool itself could be manipulat-
ed to be more prone to flagging 
the wrong kind of speech online. 
By giving the tool the wrong input 
data, it could easily flag dissent 
instead of disinformation. And be-
cause disinformation affects the 
general public, the status quo 
means the general public is putting 
their trust into Google. 

AI is not without its weaknesses

Moderation of explicit content 
is difficult. For example, the 

line between art and pornogra-
phy as established in the United 
States Supreme Court by Jus-
tice Potter Stewart was simply: ‘I 
know it when I see it’.14

In many cases, human moderation 
is still used to identify content that 
is in breach of social media guide-
lines, including disinformation. 

Human moderation has drawbacks, 
including the psychological cost. 
Moderators are frequently exposed 

to images of a graphic nature, and 
the most common type of imagery 
used in disinformation campaigns 
is hate speech. Mueller’s 2016 re-
port, for instance, highlighted how 
race and gender were often used 
as ways to explore divisive issues 
in American contemporary politics. 
The psychological impact of con-
stant exposure to material of this 
nature is demonstrated by the fact 
that Facebook moderators who 
have been exposed to this type of 
graphic and hate-fuelled content 
are now suing the platform as a re-

sult of developing Type 2 PTSD15. 

Humans being exposed to disin-
formation, even as moderators, are 
still subject to the illusory truth ef-
fect and may come to believe the 
content they are being exposed to. 
In an investigation for The Verge, 
Casey Newton found that some 
moderators at Facebook had start-
ed to believe that the world was 
flat and 9/11 was not a terrorist at-
tack, as well as denying the Holo-
caust16. 

Human moderation
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There have already been seri-
ous impacts from disinforma-

tion campaigns. The coronavirus 
pandemic is an example of how 
any situation can be used as nar-
rative fuel for a disinformation 
campaign.

Early on in the pandemic, conspira-
cies started to spread that 5G tow-
ers were in some way responsible 
for either the origin or spread of 
coronavirus. These conspiracies 
escalated to the extent that 5G tow-
ers were burned down by individu-
als who believed they were taking 
measures to protect themselves18.
There is an increasing scope of 
damage that these disinformation 
campaigns could do in the foresee-
able future through the use of AI. It 
is imperative that the government 
takes action through policy to con-
tain the impact of these campaigns, 
and that it considers the benefits of 
using AI to fight disinformation. 

With this in mind, policymakers 
must be careful not to stifle inno-
vation in AI or bots. AI is a powerful 
tool to disseminate information and 
can be used for the public good as 

an ‘early warning system for com-
putational propaganda’ to stop 
disinformation campaigns before 
they go viral19. Many online bots 
can also be useful to facilitate this 
and are not weaponised to spread 
disinformation. 

The most popular bots are of-
ten satirical and humorous. Dylan 
Wenzlau, founder of meme web-
site Imgflip, used a natural learning 
processing algorithm to generate 
completely artificial memes that 
become popular online20. Other 
playful bots provide services like 
tweeting emoji aquariums21 or ran-
domly generating soft landscapes 
or star fields22.

There are more serious uses, too, 
such as bots that tweet whenever 
a Wikipedia edit is made from a 
New York Police Department IP ad-
dress23 or from the Houses of Par-
liament24. These provide a level of 
accountability. It is not hard to im-
agine that journalists or investiga-
tors benefit from services that give 
them real-time updates of open 
source information as it happens 
or becomes available. It would not 

be prudent to suggest that these 
bots, or any bot that does not rep-
resent a real or authentic person, 
should in some way fall foul of the 
law. Some bots must be protected. 

But AI systems do not work inde-
pendently of people, and a bal-
ance must be struck with the role 
of humans in AI. From selecting 
and generating training data to 
assessing the work that an AI has 
generated, humans have a role to 
play.

Policymakers must continue to en-
sure that humans double-check the 
results that AI produces in moder-
ating free speech online. This must 
be balanced against the human 
and psychological cost that mod-
erators face in being exposed to 
disturbing and misleading content. 

If disinformation is seen as being 
truly opposed to the root of de-
mocracy, then fighting it can be 
viewed as a patriotic duty that must 
be supported25. 

Policy can forge a better future
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THE ARTIFICIAL INTELLIGENCE 
LANDSCAPE

AI has never been a greater 
focus of attention of the me-

dia, companies, and the general 
population than it is right now. 
The field has achieved remarka-
ble successes in its short history, 
especially in the last decade, but 
from recent headlines one could 
be forgiven for thinking that we are 
on the verge of achieving Artificial 
General Intelligence (AGI). In or-
der to cut through the ‘hype’ and 
to understand how and why the 
field is important, it is instructive to 

consider its development and the 
current landscape of AI capabilities 
and research. 

Here we provide a brief look at the 
history of AI, where it has brought 
us, and where we are likely to be 
heading in the near future. This as-
sessment of the current landscape 
of the field serves as a background 
for the other sections of the pam-
phlet, including our policy recom-
mendations. Note that the follow-
ing (sub)sections are standalone, 
and so for the time-constrained 

reader we recommend the follow-
ing reading order (in increasing 
level of detail):

• Summary

• Overview (within Where Are 
We Now?)

• Where Are We Now? (which 
includes specific areas such 
as Academia and Industry)

• The Artificial Intelligence 
Landscape



Though related ideas had been 
considered since antiquity, 

the field of AI as a research pro-
gramme began in 1956 at the 
Dartmouth Workshop in the US, 
attended by a handful of the 
world’s leading mathematicians, 
scientists, and engineers. Early 
progress was fuelled by intense 
optimism, large amounts of fund-
ing from government agencies in 
the US and the UK, and several 
successful applications in simple 
domains that required logical or 
symbolic reasoning such as simple 
algebra problems. In 1967 Marvin 
Minsky, one of the pioneers of the 
field, famously opined that “[w]ith-
in a generation ... the problem of 
creating ‘artificial intelligence’ will 
substantially be solved1.” Needless 
to say, these expectations were far 
too high and in 1973 substantial 
funding cuts and criticisms were 
made that led to the first ‘AI winter’ 

– a period marked by comparably 
little progress, interest, or invest-
ment.

In the early 1980s Japan’s ‘Fifth 
Generation Computer Systems’ 
project sparked a new wave of 
funding from several other coun-
tries, including the UK. This, along 
with the development of expert sys-
tems and a revival of ‘connection-
ism’ (approaches based on neural 
networks), led to another period 
of intense interest in AI from gov-
ernment and (this time) business. 
Expectations were once again too 
high, however, and severe cuts to 
investment were made towards the 
end of the decade leading to a sec-
ond AI winter. Despite this, steady 
progress was made by the field, 
marked by milestones such as the 
defeat of world chess champion 
Garry Kasparov in 1997 by IBM’s 
Deep Blue2, and new approaches 
based on statistical methods and 

intelligent agents that have paved 
the way for today’s AI systems.

At the beginning of the last dec-
ade developments in optimisation 
algorithms, powerful new hard-
ware, and the availability of large, 
high-quality datasets combined to 
produce what some have referred 
to as the ‘deep learning revolution’. 
Many of the notable latest success-
es in computer vision, natural lan-
guage processing, and game-play-
ing (such as victory by DeepMind’s 
AlphaGo3 in 2016 against Lee 
Sedol, one of the world’s top Go 
players) are due to deep learning, 
a particular kind of machine learn-
ing, and the area has seen large 
amounts of research activity and 
investment in recent years. It is in 
many ways the driving force be-
hind the current wave of AI and, 
as of the start of this new decade, 
shows few signs of slowing down 
just yet. 

Introduction

History

By Lewis Hammond

STATE OF PLAY
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Academia

AI has grown significantly with-
in academia in recent years 

with AI publications now making 
up 3% of all peer-reviewed jour-
nal publications and 9% of all 
published conference papers. A 
large portion of this growth is due 
to China, which now publishes as 
many AI journal and conference 
papers per year as Europe, having 
surpassed the US in 2006. The UK 
is well-represented at the interna-
tional level, publishing the fourth 
greatest volume of journal papers 

and the sixth greatest volume of 
journal papers between 2015 and 
2018. AI conferences (a strong indi-
cator of both industry and academ-
ic enthusiasm) have also grown in 
size and prestige in recent years 
with attendance at the largest AI 
conference in 2019 (NeurIPS) up 
41% from 2018 and up 800% from 
2012 to approximately 13,500.

An important characteristic of AI 
in academia is that many resourc-
es are available freely online and 
there is strong support for open 

research. For example, many AI 
researchers now upload preprints 
online before they are accepted for 
publication, meaning that research 
is both more accessible and more 
quickly disseminated. Similarly, 
much research software and data 
is published online and there are 
large numbers of high-quality on-
line courses in AI available at either 
zero or minimal cost, leading to an 
increase in self-study. 

Cutting-edge AI development 
capabilities are currently con-

centrated in a relatively small set 
of companies and university de-
partments, both of which have 
superior access to top research 
talent. The former also possesses 
the advantage of enormous quan-
tities of data and amounts of com-
puting power which are critical for 
many modern machine learning 
applications. These companies 
and universities are in turn concen-
trated in a relatively small number 
of countries. Particularly in the US, 
China, the UK, and Germany there 
is a significant degree of collabo-
ration between academia and in-
dustry, with many top academics 
holding positions both in univer-
sity departments and large tech 
companies. Excluding academia, 
corporate-affiliated AI research is 
more common in the US whereas 
government-affiliated institutions 
contribute the highest number of 
AI publications in China and Eu-
rope.

Both historically and presently 
North America is undoubtedly the 
Both historically and presently 
North America is undoubtedly the 

world leader in AI with the majority 
of the world’s foremost AI compa-
nies (including Google, Facebook, 
Amazon, IBM, and Microsoft) and 
universities (including Stanford, 
MIT, Carnegie Mellon, and UC 
Berkeley). With that said, China 
now leads in the sheer quantity of 
AI research produced (though their 
increase in quality has been less 
significant, with publications from 
the US still being cited 40% more 
than the global average) and has 
been explicit about its desire to 
become the world-leader in AI by 
20306. Several large Chinese tech 
companies (including Baidu, Ten-
cent, Alibaba, JD.com, and Huawei) 
alongside state-backed research 
programmes and data collection 
efforts have been critical to this im-
pressive progress.

Within Europe, the UK leads both 
in the number of companies and 
of programmes offered by univer-
sities, hosting one third of AI com-
panies and more than half of AI 
university programmes. It is also 
home to several of the world’s top 
universities for AI (including Ox-
ford, Cambridge, UCL, Imperial, 
and Edinburgh), influential organ-

isations such as the Alan Turing 
Institute (ATI), and arguably the 
world’s leading AI lab: Google’s 
DeepMind. 

One of the driving forces behind 
the UK’s AI ecosystem is the 2018 
AI Sector Deal. This £1 billion pack-
age from government and indus-
try seeks to address AI and data 
as one of four ‘Grand Challenges’ 
set by the Industrial Strategy white 
paper7, and has already contrib-
uted along each of its five target 
axes: ideas (new research on AI in 
healthcare, industry, engineering, 
and more), people (16 new Doc-
toral Training Centres, ATI fellow-
ships, and industry-sponsored de-
grees), infrastructure (partnerships 
with the Open Data Institute and 
Innovate UK on three ‘Data Trusts’ 
pilots), business environment (es-
tablishment of the AI council), and 
places (publishing the ‘AI Guide 
for Government’8 and establishing 
several new centres of excellence 
in data and AI)9. Though this is a 
positive first step, the growth of this 
ecosystem will require continuing 
support and regulation, and brings 
many new governance challenges 
that are yet to be addressed10.  

Where Are We Now?
Overview

The international facts in figures collated in this section are, unless otherwise indicated, taken 
from the AI Index 2019 Annual Report4, issued by the Stanford Institute for Human-Centered 

AI, which (as of writing) is the most comprehensive and up-to-date yearly survey of the global 
AI landscape. Further UK-specific information was gathered from the 2018 AI Sector Deal 

policy paper5. The interested reader is referred to these reports for further detail.
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Industry

Capabilities

The growth in academia has 
been paralleled in industry, 

which is now by far the largest 
consumer of AI talent. In 2018, 
over 60% of AI PhD graduates 
went to industry, up from 20% 
in 2004. It is worth noting that 
an important consequence of the 
growth in the AI industry has been 
a significant ‘brain drain’ on univer-
sities, with large numbers of aca-
demic staff moving to private com-
panies. This is hardly surprising 
when one considers the financial 
incentives: between January 2018 
and October 2019 approximately 
$2.9 billion was privately invested 

in UK AI companies, behind only 
China ($25 billion) and the US ($36 
billion). In 2019 alone private in-
vestment in AI globally was over 
$70 billion, with AI-related startup 
investments over $37 billion. This 
latter figure has increased at an av-
erage annual growth rate of over 
48% since 2010 and continues to 
do so.

Naturally, AI labour demand is also 
growing in significance, especially 
in hi-tech services and the man-
ufacturing sector, and currently 
outstrips supply. From an inter-
national perspective, Singapore, 
Brazil, Australia, Canada and India 

experienced the fastest growth in 
AI hiring from 2015 to 2019. In a 
large-scale international survey of 
a wide range of companies (across 
multiple industries) by McKinsey 
& Company in 2019, 58% of re-
spondents reported that they were 
using some form of AI for at least 
one function or business unit, in-
creasing from 47% the previous 
year11. This figure is similar across 
world regions, however different 
AI capabilities (for example, natural 
language processing or robotics) 
have been adopted to differing ex-
tents depending on the needs of 
the industries that are more or less 

There have been a range of re-
cent breakthroughs whereby 

some AI systems now perform at 
or above human level on some 
narrow (though important) tasks. 
Examples include image classi-
fication (on several large data-
sets)12, skin cancer classification13, 
poker14, Chinese-to-English trans-
lation of news stories15, optical 

character recognition (on several 
large datasets)16, and many com-
plex video games that are played 
professionally (which serve as a 
common benchmark in modern 
reinforcement learning)17. Other 
capabilities such as speech recog-
nition are also nearing human lev-
els in specific domains, however 
there are still many lower level or 

general tasks where AI performs 
poorly. This is commonly known as 
Moravec’s Paradox: the idea that 
the structured symbolic tasks (such 
as mathematical reasoning) that 
humans find difficult are far simpler 
to automate than the low-level sen-
sorimotor tasks (such as catching a 
ball) that humans find easy. 

Ethics & Society

Public interest in AI has soared 
over the last five years and 

a similar picture can be seen in 
parliament, with almost 300 men-
tions of AI or machine learning 
in 2018 compared to fewer than 
ten in 201518. Much of this interest, 
including this pamphlet, relates to 
the ethical use of AI. There have 
been at least 84 official proposals 
for ethical AI principles in the last 
few years alone from academic 
institutions, governments, indus-

try, and others, though concrete 
policies and procedures are still 
lacking19. Major concerns voiced 
in the majority of these proposals 
include Fairness, Accountability, 
and Transparency (FAT), as well as 
interpretability, data privacy, and 
robustness. However, such con-
cerns seem not to be reflected in 
many of the companies using (but 
not necessarily developing) AI, 
with only 19% of businesses in the 
aforementioned McKinsey & Com-

pany survey saying that they are 
taking steps to mitigate risks as-
sociated with explainability of their 
algorithms, and only 13% mitigating 
risks to equity and fairness, such as 
algorithmic bias and discrimination 
20. Government policy and regula-
tion has so far failed to adequately 
address many issues in the ethical 
use and development of AI, despite 
their increasing importance. 

It is notoriously difficult to predict 
progress in AI, but nonetheless 

there are certain technologies on 
the horizon that look set to have 
a large impact within the next five 
to ten years. Perhaps the most ob-
vious of these is the deployment 
of autonomous vehicles (AVs). The 

UK company FiveAI secured an 
extra $41 million in funding earlier 
this year and have cemented their 
place as Europe’s leading AV start-
up21. Their first passenger trials on 
UK roads took place towards the 
end of 2019 with more due this 
year22. 

A second AI-enabled technology 
that is likely to become particularly 
prevalent is sophisticated personal 
assistants. These are already pres-
ent to an extent in forms such as 
Apple’s ‘Siri’ or Amazon’s ‘Alexa’, 
but continuing progress in natural 
language processing and an in-

Looking Forward
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Despite several slow periods, 
or ‘AI winters’, the field of AI 

has progressed rapidly in its short 
history and arguably never more 
so than in the last ten years. While 
previous disappointments caution 
against high expectations, there is 
reason to be optimistic that current 
trends will continue into the near 
future. Globally, the US remains the 
leader in both academia and in-

dustry though China has been suc-
cessfully pursuing an agenda that 
hopes to see it overtake the US by 
2030. In Europe, the UK is the top 
destination for AI talent due its uni-
versities and AI companies, both of 
which have been supported by the 
AI Sector Deal and will continue to 
be so for several years to come. 
There has been much discussion 
in public, Parliament, industry, and 

academia about the ethical use of 
AI and potential challenges that 
the adoption of new, related tech-
nologies may bring. As of writing, it 
is fair to say that this discussion is 
only now finding its way into con-
crete policy proposals and regula-
tion, and that there remains much 
work to be done in order to ensure 
that everyone benefits from the 
use of AI. 

Summary

crease in the number of compati-
ble devices and services means 
that these assistants will become 
far more capable in the near fu-
ture23. Outside of these two de-
velopments we can expect to see 
continuing integration of AI sys-
tems in travel, healthcare, finance, 
and manufacturing, amongst other 
key industries.

With that said, there are still sev-
eral important limitations to even 
the most powerful AI systems we 
have today, reflected by several 
open problems in the field. Mod-
ern deep learning models are da-
ta-hungry, difficult to understand, 
and lacking in robustness. Par-
ticularly in safety-critical areas, 
traditional techniques for verifying 
correctness do not yet scale to 
modern AI systems. These repre-

sent key challenges the research 
community faces in the coming 
years, although progress is already 
being made. While further off, the 
next frontier in AI systems argua-
bly centres around common-sense 
reasoning, causal understanding, 
and the ability to generalise from 
little experience to new domains24. 
Needless to say, progress on these 
more human-like abilities remains 
somewhat slower.

Finally, one might ask whether the 
overall rate of academic progress 
and industry investment is due to 
continue, or whether we face an 
imminent AI winter. The answer, for 
now, seems to point towards cau-
tious optimism. AI capabilities are 
developing at a steady rate, and 
the lag of wide-spread deployment 
behind the cutting edge (which is 

common in the tech sector) means 
that some of these developments 
are yet to permeate many areas. 
With that said, the history of AI 
teaches us that hype is not helpful, 
and that AI is not a panacea. There 
are also reasons to suspect that 
progress, while continuing, is slow-
ing somewhat. Though the amount 
of compute used to train the most 
powerful AI models has been in-
creasing exponentially25, and al-
gorithmic and hardware efficien-
cies have meant that training time 
is decreasing exponentially26, it is 
currently unclear whether these 
exponential trends are reflected 
in the actual performance of the 
models. Assessing and predicting 
AI progress remains a challenging 
but important task in shaping its 
development. 
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THE EUROPEAN UNION: INTENSIFYING 
COMPETITION

The European Union, the Unit-
ed States and China are con-

sidered the major regulatory 
players which big tech fear. If this 
government is so ambitious about 
applying tech and AI for the com-
mon good, what strategy will it take 
to position the UK as a world lead-
er in innovation?

The European Union has produced 
some of the most wide reaching 
regulation on technology and tech 
related issues in recent years. The 
General Data Protection Regula-
tion (GDPR) outlined personal data 
rights for European Union citizens, 
giving them power to manage 
where their personal data is used 
or held. While the implementation 
has been imperfect, the spirit of the 
GDPR puts the citizen, not the tech 
firm, at the centre of the debate 
on personal data. The European 
Commission’s Margrethe Vestager 
leads on the challenge of regulat-
ing big tech through competition 
instruments or content regulation, 
and she is feared to the extent that 
backchannel threats are made to 
prevent her exerting her power. 
Claude Moraes, former Member of 
the European Parliament from the 
UK, is one of few non-US legisla-
tors to hold Facebook CEO Mark 
Zuckerberg to account in front of 
a parliamentary committee. Presi-
dent of the European Commission 
Ursula von der Leyen has made 
digital transformation one of only 
two big issues her college of com-
missioners will focus on – the other 
being the green revolution.

In parallel, but perhaps not in con-
trast, the UK has the Information 
Commissioner’s Office (ICO), the 
Financial Conduct Authority (FCA), 
Ofcom, the DCMS, the Office for 
Artificial Intelligence, the Cen-

tre for Data Ethics and Innovation 
(CDEI) and the Regulatory Horizons 
Council who offer up different pol-
icy ideas on areas of AI and data 
regulation. For example, the ICO is 
working on a long term AI auditing 
framework and the FCA on under-
standing the interaction of AI in 
traditional financial markets. DCMS 
led on the online harms white pa-
per and regulating online content. 
The CDEI publishes snapshots on 
the use of AI and data in different 
sectors and industries. Ofcom ac-
knowledges its role in the tech and 
communications space but hasn’t 
yet figured out where it fits in the 
puzzle of innovation and regu-
lation. While the EU and the UK 
could both be guilty of a disjointed 
approach to tech regulation, there 
is also some common ground in 
policy approaches and areas of in-
terest. 

Taking stock of the coronavirus 
pandemic, it became clear that the 
UK government as well as the Eu-
ropean Union were not equipped 
to deal with the emerging health 
and economic crises alone. The 
UK Government turned to firms 
who could improve or accelerate 
diagnostics, contribute to a contact 
tracing service or produce ventila-
tors and started recognising that 
digital exclusion was no longer ac-
ceptable. People cannot work from 
home without broadband. They 
cannot keep themselves safe with-
out up to date information through 
the internet. The new Nightingale 
hospitals could not run without 5G 
masts. So, given the years of prior 
tech-lash and the drive behind the 
UK government and the European 
Commission to be seen to be ‘reg-
ulating big tech’, the relationship 
between the state and big tech 

has changed. It can be argued 
that there is a new recognition, 
or a humility, that the state cannot 
do its job without tech firms of all 
sizes, and a further recognition 
that it does not have the exper-
tise to compete with tech firms at 
the same level. Whether the state 
should have the same expertise as 
tech giants is another discussion. 

How is the UK going to promote 
innovation and provide a sound 
framework for tech firms to grow 
and invest in Britain? How will we 
be more attractive than the Euro-
pean Union? 

First, the UK needs to pledge data 
interoperability and equivalent 
standards of privacy with the EU. 
A tech firm is going to produce 
a product for the masses rather 
than produce different products 
for smaller communities with be-
spoke needs. As EU members, the 
UK was bound by the same data 
and privacy standards but out-
side of the EU, divergence from 
these standards may make the UK 
less attractive than its continental 
neighbours. Tech firms can work 
with tough privacy standards, but 
what they cannot work with is ever 
changing standards or a lack of 
standards that result in junk data. 
If the UK is to attract innovators on 
par with the EU, data interoperabil-
ity and equivalent privacy regula-
tion with the EU is a gold standard.

Second, the UK needs to embrace 
a digital ecosystem as the primary 
ecosystem. The UK lags behind 
the European Union in this respect. 
Estonia developed a comprehen-
sive and world leading digital cit-
izenship system beginning dec-
ades ago, enabling any individual 
to connect bank accounts, benefits 

Can We Cope Without EU?
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and taxes under one central digital 
ID. Their embrace of the future pro-
duced a thriving private tech sec-
tor as well as efficient digital pub-
lic services in a small country. The 
European Commission has touted 
the green revolution and the digital 
revolution as the two central pillars 
of their work up to 2024. Contrast 
that to the UK, where there are 
whispers about embracing a dig-
ital ecosystem as a primary eco-
system, but where the political and 
policy will has lacked. The disjoint-
ed thinking across departments 
and regulators creates confusion 
and overlap. The  talk about level-
ling up the regions sounds as if it is 
going to happen outside of a dig-
ital ecosystem, and yet UK banks 
are not being held responsible for 
the excruciatingly slow rate of ap-
proving Bounce Back bailout loans 
needed to save the businesses 
that could level up the regions. 
This is a process that could have 
been simplified and digitised, and 
it hasn’t been - and the smallest 
businesses in the toughest circum-

stances have suffered. Antiquated 
systems, public or private, can be 
seen as a result of previous dec-
ades of underinvestment and lack 
of focus on new technology. More 
recently, the EU’s COVID-19 recov-
ery plan has dedicated chapters 
about the use of a digital ecosys-
tem in the recovery, especially for 
small businesses to unlock im-
proved productivity. The UK Gov-
ernment’s exit plan only seems to 
want to reverse the lockdown to 
end up where we were previous-
ly, and there is growing sentiment 
that that is not where we want to 
be in the future. 

Whereas the UK previously worked 
within the EU on digital policy, AI 
regulation and data privacy, this 
is a new step standing alone on 
a global stage. The Government 
admits their limited tech expertise 
and continues to marginalise inno-
vation and digital public services. 
If a tech firm is going to set up a 
home in the UK market, it needs 
to know that the state will support 

its innovation, that it can grow pro-
ductively and sustainably, and that 
it can freely access the European 
Union single market. 

There cannot be a green revolu-
tion without a digital revolution. We 
cannot build a smart energy grid if 
we cannot build the networking in-
frastructure or use and develop the 
AI needed to run it. We cannot put 
driverless cars on the roads with-
out a sandbox for testing their AI 
in a safe environment. We cannot 
responsibly innovate in healthtech 
and in our NHS without balancing 
privacy needs with data sharing 
and data adequacy protocols. The 
Labour Party has to mount an effec-
tive opposition with internal exper-
tise on digital issues backed up by 
strong relations with tech firms. We 
need to look at hiring people who 
could get jobs in tech firms, using 
their expertise to make policy and 
to better understand the needs of 
tech firms and what would attract 
them to invest in the UK. 

Antoinette Hage works in political and policy affairs, advising on devel-
opments for tech, fintech and financial services clients in the UK. She 
holds an MA from King’s College London in Political Economy. She has 
previously worked for Hillary Clinton, the International Planned Parent-
hood Federation, the Labour Party and Britain Stronger In Europe.
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AMERICA: BIRTHPLACE OF 
THE INTERNET

It is vital to recall that the Internet, 
radar, bluetooth, mobile phones, 

etc. were all US state-supported 
inventions. The US state helped 
cement global dominance in those 
emerging fields through funding 
research and building AI technolo-
gies. The Internet itself was funded 
by the Advanced Research Projects 
Agency (ARPA), part of the Depart-
ment of Defense and nowadays re-
ferred to as DARPA. Created by the 
Eisenhower administration in 1958, 
it led to a new industrial revolution. 
Most of DARPA’s spending is part 
of the Pentagon’s infamous black 
budget. It would not even confirm 
programme code names “or con-
firm estimates of the agency’s bot-
tom line.” Since 2005, DARPA has 
been more transparent. In 2019, its 
enacted budget was $3.427 billion.

In 1956, the US computer scien-
tist John McCarthy organised the 
Dartmouth Conference, where the 
term ‘Artificial Intelligence’ was first 
adopted. Since then, researchers 
have tried to build intelligent ma-
chines but have failed, partly due 
to a lack of required large amounts 
of data (computers up until the ear-
ly 1990s didn’t have the capacity to 
store and process the amount of 
data needed). 

Over the past few decades, re-
search and development of many 
AI technologies in the US have 
moved from state-funded projects 
to private companies that benefit 
from the positive feedback loop 
of having exclusive access to an 
outstanding amount of data. The 
US state doesn’t regulate the use 
of that data to a large extent (and 
what regulation exists is splintered 
over hundreds of individual state 
and federal laws) and lacks in an-
titrust enforcement, making it easy 
for these conglomerates to simply 
buy out their smaller competitors. 

It is nearly impossible for start-ups 
to compete alongside Amazon, 
Google or Facebook. Sooner or 
later, they will receive an inquiry 
about selling their company. 

The lack of state intervention (i.e. 
the regulation to protect private 
citizens) and the power that US 
companies using AI have, demon-
strates the ethical risk of a posi-
tive feedback loop: the more data 
companies gather, the more of a 
monopoly is created. They can 
then drive down prices and elimi-
nate competition. This concentra-
tion of power will feed into social 
inequality. It is therefore important 
to strengthen a diverse AI indus-
try where small start-ups have a 
chance to compete on the market. 

The increase of ‘gig economy’ or 
‘gig workers’ has led to a real is-
sue in the US. Gig workers are not 
a strictly defined category so as-
sessments of their number vary. 
Generally speaking, gig workers 
are freelance workers that more 
and more often work in the plat-
form economy, such as for Uber, 
Lyft or food delivery companies. 
Because those companies offer 
a platform where supply and de-
mand meet, they do not see them-
selves as conventional employers 
and shirk their responsibility to pro-
vide platform workers with health 
insurance, minimum wage and 
paid leave. They also often don’t 
receive unemployment insurance 
from the government as their sta-
tus (whether they’re an employee 
or freelance workers) is ill-defined. 
Gig workers find themselves in a 
gray zone with very few rights. In 
response to that, the state of Cal-
ifornia passed a law at the end of 
2019 that classifies workers in the 
platform economy as employees, 
enabling them to receive valuable 
workers’ benefits. The traditional 

employer-employee relationship 
starts to blur with artificial intelli-
gence. When apps, or algorithms, 
make the decisions, then who is 
accountable for their impacts? 

Policymakers need to understand 
the economic disruption that 
comes with AI. 

• Rather than looking away, 
the most beneficial outcome 
for society is for national as 
well as regional governments 
to understand new econom-
ic opportunities and proac-
tively create jobs that allow 
employees to work with AI 
rather than have AI replace 
jobs. Innovations often come 
along with economic dis-
ruptions. The government 
should not be facing mass 
unemployment, but instead, 
mass redeployment. 

• Governments also need to 
ensure that people don’t end 
up in gray zones with little 
rights. Instead, as mentioned 
earlier, minimum wage, 
health insurance, pension, as 
well as paid leave should all 
be guaranteed for so-called 
‘gig workers’. The definition 
of this group needs to be re-
vised regularly due to the fast 
changes happening in this in-
dustry.

• The UK government needs 
to ensure that monopolies 
are properly identified and 
regulated so that a healthy 
competitive environment 
can exist alongside workers’ 
rights. This can be done, for 
example, by institutionalising 
a wide range of easily-ac-
cessible and low-threshold 
funding opportunities for 
start-ups, and redistributing 
the resources of large tech 

By Hannah Fuchs

AMERICA



65

companies that already have 
access to an extraordinari-
ly large pool of data. Those 
resources  can then be used 
to retrain people, create new 
job sectors for those whose 
jobs are at risk, and invest in 
smaller start-ups.

In an ever more globalised world, 
there is a great need for interna-
tional cooperation on taxing tech 
companies to reduce inequality on 
a national as well as an internation-
al level (e.g. avoiding tax havens). 

Currently, the US remains the glob-
al leader in AI, especially in chip 
development. China is well aware 
of that dependence on US-devel-
oped chips and is eager to catch up 
in that field, fueled by the US-China 
trade war and accusations against 
Huawei, a Chinese telecommu-
nications company, which allege 
that the company helps the Chi-
nese government steal foreign AI 
technology and allows Chinese 
intelligence agencies to use their 
telecommunication networks to 
spy on foreign countries. A recent 
study indicates that the US is going 
to fall behind China in five to ten 
years in the areas of innovation, 
implementation, and investment of 
AI. In the same study, the UK fol-
lows China ranking third. Research 
on the US AI workforce conduct-
ed by the Center for Security and 
Emerging Technology states that 
more US companies are moving 
their AI research and development 
(R&D) abroad and 70% of computer 
scientists studying in the US were 
born abroad. 

In light of Brexit, the UK govern-
ment will need to consider its im-
migration policies and create an 
inclusive environment both for na-
tional and international students. 
It should encourage UK residents 
along with international students 
to enroll in STEM programmes to 
improve and encourage diversity 
in the industry and ensure that the 
sector reflects the makeup of the 

general population. 

As China catches up in AI research 
and development, the lead that the 
US has, is being slowly eroded. 
Experts and scientists have been 
criticizing this development, urging 
the US government to take action. 
In response, in 2019, President 
Donald Trump issued an executive 
order to make AI research and de-
velopment a national priority. Part 
of that is a budget proposal intend-
ing to raise DARPA’s spending on 
AI research and development to 
$249 million from its current lev-
els at $50 million. The proposal 
also includes a budget increase for 
the National Science Foundation 
from $500 million to $850 million 
for AI matters. For many years, the 
US government has not only lost 
highly qualified data scientists and 
start-ups to China, but also to its 
private US-based companies such 
as Google. With the overall $4.8 
trillion heavy budget proposal, 
the US government aims to attract 
well-trained scientists and drive re-
search in a direction that benefits 
national security and other public 
areas such as energy.

The US government struggles to 
keep on top of its US-based tech 
companies such as Google, Face-
book, and Amazon. Most innova-
tion has happened in the private 
sector and the US government 
does not seem to understand the 
consequences of AI in order to 
regulate it accordingly. At the mo-
ment, it looks like AI is regulating 
the government rather than vice 
versa. Governments need to un-
derstand AI and its impacts to the 
best extent possible in order to ef-
fectively promote and regulate it at 
the same time. 

While the US government’s R&D 
has lagged behind the private sec-
tor, its willingness to cooperate with 
it exists, raising questions on hu-
man and civil rights. For example, 
the technology company Palantir 
Technologies provides AI database 
management to Immigration and 
Customs Enforcement (ICE), part 

of the Department of Homeland 
Security (DHS), in order to record, 
target, and detain undocumented 
immigrants. They were able to do 
so due to a cooperation with the 
FBI, where they used an unprece-
dented surveillance infrastructure 
that was based on facial recogni-
tion technology. 

This raises the question of how far 
governments can use their power 
on their own citizens. For example, 
do a vast majority of undocument-
ed immigrants represent a threat to 
national security? Or have undoc-
umented immigrants actually con-
tributed to their communities, and 
aimed to have a better life? Even-
tually, similar AI-based procedures 
will most likely be used on US 
residents as well, questioning the 
transparency, and legality of its us-
age. It bears the risk that people’s 
lives will be heavily influenced by 
nontransparent algorithmic calcu-
lations rather than people’s individ-
ual choices. 

When such significant decisions 
about humans’ lives are made, 
they shouldn’t solely be based 
on algorithmic determinations. In-
stead, decisions should also be 
made in conjunction with ethical 
and moral stances that are trans-
parent enough so that third parties, 
such as civil rights organisations, 
can ask questions and receive an-
swers. Public institutions should 
also lay out on which premises 
their decisions were made to en-
sure transparency and allow the 
public to understand them and 
give the opportunity to question 
these decisions. 

Eventually, consistent with the 
model in existing western liber-
al democracies, the US ought to 
move towards a model where the 
ethical boundaries surrounding the 
applications of AI are representa-
tive of the general public. Wheth-
er it can achieve that goal with its 
existing political system is another 
matter. 
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EAST ASIA: POWERFUL STATES

Even though Singapore might 
not be at the top of the list 

when we think about AI, the city-
state shows examples of how 
states can engage productively 
with the rise of AI. Similarly to the 
US and China, Singapore under-
stood early on that AI could be a 
key driver for economic growth. In 
2017, the Singaporean government 
set up a national programme to 
invest $150 million into AI for the 
next five years. Its three key sec-
tors are finance, city management 
and healthcare. 

One year later, in 2018, an adviso-
ry council for the government was 
established, led by former Attor-
ney General Vijaya Kumar Rajah. 
Its purpose is to advise the govern-
ment on AI and work together with 
the ethics boards of businesses. 
Leaders from Google, Microsoft 

and Alibaba are part of the adviso-
ry council. The potential economic 
gains from AI can conflict with the 
need for independent and univer-
sal ethical standards. 

In November 2019, the government 
expanded the scope of its focus on 
AI and defined five key sectors: 
transport; smart cities; healthcare; 
education; and safety and secu-
rity. Part of its national AI strategy 
is its Model AI Governance Frame-
work whose second edition was 
launched in January 2020. The 
platform is aimed to democratise 
AI technologies and their use by 
implementing four principles:

1. Ensuring transparent internal 
governance structures and 
regular staff training within 
organizations

2. Determining the level of hu-
man involvement in AI-aug-
mented decision-making so 
that organisations minimise 
the risk of harm to individuals

3. Minimising their biases in 
data and models

4. Communicating openly and 
accessibly with their stake-
holders and allowing feed-
back

Even though it remains an open 
question as to how effectively this 
framework will be implemented, 
the principles should be adopted 
by all public and private organisa-
tions to ensure AI is used in a trans-
parent and democratic way. In the 
midst of success due to AI, follow-
ing ethical guidelines can often be 
overlooked by private companies 
as well as the government. 

Well into the latter part of 
the 20th century, China 

was still considered an agrarian 
state. Today, China is the world’s 
largest producer of digital data, a 
gap that is widening daily. While 
China is well aware that in order to 
be able to compete in AI, it needs 
highly educated technical talent, it 
also knows that highly educated 
data scientists will reach a certain 
threshold whereby they begin to 
show diminishing returns. Beyond 
that point, data makes all the differ-
ence as it is the fundamental com-
ponent without which AI could not 
exist in the first place. 

According to Kai-Fu Lee, Founder, 
Chairman, and CEO of Sinovation 
Ventures, and the former president 
of Google China as well as execu-
tive at Microsoft, SGI, and Apple, 
China identified the four compo-

nents to be successful in AI: entre-
preneurs, enormous amounts of 
data, highly educated AI engineers, 
and a government that is eager to 
support and use AI technology.

China has more internet users than 
the US and Europe combined. It 
has also started earlier in collecting 
a high quality of data which will be 
more useful for creating AI driven 
products. “Qualitative” data implies 
information collected from the real 
world, that is, physical purchases, 
meals, makeovers, transportation, 
etc. The higher the amount and the 
more wide-ranging the data, the 
better the data-fueled algorithms 
and models for future products will 
be. 

The mobile app WeChat is one ex-
ample of a successful product in 
China that is based on a data eco-

system. The app reflects the net-
work effect stemming from its eco-
system. As WeChat affects almost 
all parts of Chinese life, the app 
constitutes an ecosystem. It is so 
tightly interwoven with day-to-day 
activities that it is challenging for a 
Chinese resident to not be part of 
this network. Additionally, because 
WeChat has a large amount of us-
ers sharing their data in so many 
areas of life, it can build on that 
network of information to further 
improve the app’s services, or im-
prove targeted advertising.

WeChat became a data power-
house and, critics say, a tool for 
“remote control” of people’s lives 
within just five years of launch as 
it enables messaging, media, mar-
keting, gaming, payments at res-
taurants and your taxi driver, un-
locking shared bikes, managing 
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investments, booking GP appoint-
ments and having prescriptions 
delivered to your door.

During the Covid-19 lockdown 
in China, the State Council intro-
duced an app based rating system 
together with two major tech firms, 
Alibaba and Tencent, to control 
people’s movements during the 
outbreak. People log their recent 
locations and health statuses and 
the app is able to link all entries to-
gether. Based on that information, 
the users receive coloured badg-
es (green, yellow, and red) and a 
QR code to show when, for exam-
ple, they enter a building. Tencent 
and Alibaba appreciate the traffic 
on their systems but claim to not 
have any access to personal data. 
This use case is an example of 
one of the potential drawbacks of 
AI - opaque decision making. The 
Wall Street Journal reported on 
the case of a man who was grant-
ed a red badge despite following 
all instructions. Additionally, since 
the system’s core operation is 
managed by the Chinese govern-
ment, which means that the state 
now has (in China’s case, virtually 
uninhibited) access to this power-
ful tool. For example, the provincial 
Hangzhou government accused 16 
people of lying about their health 
conditions and immediately gave 
them red badges.

Because people use WeChat for 
every aspect of their lives, all their 
behaviours, patterns, and choices 
are recorded and centralised on 
the app. Every move, every deci-
sion, and even every thought that 
you type out and send to your 
friends, will be stored and used in 
an unknown way and by unknown 
people. That extreme centralisa-
tion of people’s lives’ data in one 
place is unique and creates a pos-
itive feedback loop; more services 
offered in one single place or app 
leads to more centralised data 
which leads to better products, 
which leads to more users, and so 
on. 

The rise of WeChat, an app with an 

enormous ecosystem, also spear-
headed e-commerce in China. Tar-
geting customers became effec-
tive and efficient because all their 
data was already provided through 
other applications within WeChat. 
China’s digital transaction value in 
2019 amounted to $1,595,513 mil-
lion, compared to $152,897 million 
in the UK. China’s mobile transac-
tion penetration rate is higher than 
in any other country (35% vs. 6.6% 
in the US). That means 35% of peo-
ple using a mobile phone also pay 
by using their phones - about half a 
billion people in China make their 
daily purchases by phone. Their 
average annual transaction value 
($1,662) is lower than that of the US 
($2,993) or UK ($2,464). Although 
this figure is lower than those for 
the West, it is worth remembering 
that Chinese incomes are signifi-
cantly lower than Western ones in 
absolute terms, making these fig-
ures all the more surprising. It re-
flects the increasing trend in China 
to pay all your daily purchases, no 
matter how small, with your mobile 
app. This development leaves be-
hind an enormous amount of dig-
ital footprints of everyday behav-
iour that is stored in, centralised in, 
and thus made available to apps 
beholden to the Chinese state.

WeChat uses people’s data from 
their everyday lives for extremely 
targeted advertising. How are We-
Chat users able to make critical, 
informed decisions if they get rec-
ommended products and services 
that seem plausible to them? And 
who designs those algorithms that 
offer you exactly that product that 
you allegedly have been looking 
for? The growing shift from contex-
tual to behavioural targeting results 
in a continuous subtle influence of 
showing people certain products, 
services, news headlines, or bar-
gains over and over, thereby influ-
encing the way they perceive the 
world and make decisions. Global 
conglomerates can dominate the 
market by paying enough mon-
ey and using their large sets of 

available data as barriers to entry 
for startups. At some point, small-
er companies most likely won’t be 
able to compete anymore if no reg-
ulations cut off this cycle of data 
collection and competitive advan-
tage entrenchment. 

In 2014/15, the country became a 
real competitor to Silicon Valley 
with China’s mass innovation cam-
paign by focussing intensively on 
the following policy areas:

• The state started directly 
subsidizing technology en-
trepreneurs

• Public venture capital funding 
jumped tremendously and 
became almost equal to the 
US in 2018. Kai-Fu Lee points 
out that in America, people 
predominantly believe in pri-
vate rather than public ven-
ture capital, as they tend to 
believe the latter is highly in-
efficient

• The establishment of entire 
cities focussing on AI. While 
the direction originated from 
the central government, am-
bitious mayors implement-
ed the strategy widely. They 
aimed to establish their towns 
to be centers for AI by invest-
ing in local AI companies, of-
fering research grants, open-
ing AI training institutes, free 
company shuttles, securing 
places at schools and special 
accommodation for people 
who work in the AI industry

• The amount of technology 
incubators was rapidly in-
creased. “Entrepreneurship 
zones” were created and 
government-backed funds 
were launched to attract 
more private venture capital. 
The government also grant-
ed tax incentives for people 
and businesses working in 
the technology sector and 
generally made it easier to 
start a business

Even though it sounds like a prom-
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Online to offline revolution

The development outlined 
above, with the rise of WeChat, 

and what is part of the AI revolu-
tion is the introduction of the on-
line to offline, or O2O Revolution; 
offline and online would merge 
together and there would be no 
more differentiation between 
what was online and what offline. 
The US introduced the first trans-
formational O2O model: ride-shar-
ing, thanks to Uber and Lyft. China 
quickly copied that model with Didi 
Chuxing and accustomed it to local 
conditions. WeChat then acceler-
ated the O2O trend. An increasing 
amount of activities you do offline 
is managed online in one single 
app, offering all the services you 
need and thereby transforming the 
data environment.

As we know, WeChat centralised 
all its data gathering on consump-
tion patterns and personal hab-
its. That ecosystem differentiates 
China from the US, which doesn’t 
centralise multiple services but in-
stead, splits them up, offering mul-
tiple services across their different 
platforms. Facebook is an US ex-
ample that splits its services into 
the Facebook app, Facebook Mes-
senger, WhatsApp, and Instagram. 
Facebook even has its own app for 
managing pages and groups. All of 
these platforms seem to be inde-
pendent and yet, all are owned by 
Facebook. On the other hand, Yelp 
bought Eat24, a food delivery plat-
form, trying to follow the example 
of Chinese companies. However, 
it failed to properly fuse all of the 
logistical services onto one plat-
form like Chinese companies do. 
Specifically, the restaurants still 
had to handle the deliveries them-
selves, which gave little incentive 
to join Eat24 and thus, the busi-
ness never succeeded.

China was also able to catch up 
with the US so quickly because 
AI researchers around the world 
are relatively open to sharing their 
data, algorithms, and results with 
the public. Open source platforms 
(such as well-known Wikipedia) 
have become more and more pop-
ular. Publicly available knowledge 
across the world fosters competi-
tion on an international level. China 
put that to good use and proved to 
be a serious competitor in the field. 

Another central component for AI 
is chip development (e.g. for facial 
recognition or self-driving cars). 
Even though Silicon Valley remains 
the clear leader in AI chip develop-
ment, Chinese cities have become 
AI development hubs due to the 
following supportive policies:

• Easily accessible subsidies 
for research

• Venture capital funding and 
grants for AI companies

• Government contracts prom-
ising to buy products and 
services developed in local 
AI cities 

• AI incubators 

• AI training institutes

• Clear schemes to set up and 
register a company

 The measures taken by the Chi-
nese government raise questions 
about how independently firms 
can really operate. For example, an 
official statement laid out that gov-
ernment representatives would be 
assigned to 100 big tech compa-
nies including Alibaba in order to 
strengthen government relations 
and information exchange. It is not 
clear though to what extent the 
Chinese government is controlling 
these companies on the manage-

ment side. This is a democratic and 
transparency issue. 

While the government does play a 
crucial role in helping start-ups to 
become successful, the public has 
a right to know by whom AI compa-
nies are funded and supported by. 
Knowing who controls the data col-
lection and builds the algorithms is 
essential for ethical AI practice. 

One particular categorisation of 
AI splits it into four. First, Internet 
AI uses data for algorithms to de-
velop recommendations for users, 
such as seen with Youtube videos 
and Spotify songs. Second, com-
panies use business AI to learn 
more about their customers to 
improve their services. For exam-
ple, banks give out loans, insur-
ance companies sell policies, or 
supply chains and inventories are 
getting optimised based on struc-
tured data that identifies certain 
patterns. Here, the US is the clear 
leader where companies special-
ise in helping other businesses 
improve their services through ar-
tificial intelligence software. China 
has so far been lagging behind 
here. Third, perception AI digit-
ises the physical world, and how 
we perceive and experience it. It 
incorporates our daily routines, 
behaviour, and conversations by 
deep learning algorithms into data 
sets that can then be used in a 
wide variety of ways. Examples are 
Alexa, Siri, or the leading speech 
recognition company iFlyTek from 
China. Fourth and final, autono-
mous AI is slowly developing, such 
as self-driving cars, autonomous 
drones, and intelligent robots.

Ethics plays an especially crucial 
role in perception and autonomous 
AI. By gathering data in public spac-
es, questions arise such as how 
people give consent. Who can use 

ising and successful strategy, how 
far can a government go in direct-
ing national industrial strategies? 
The above scenario bears the risk 
of a two-class society; those who 

work in AI and those who don’t. 
While these policies should be in-
corporated in the UK’s AI policy 
strategy, policymakers will have 
to ask themselves how far they 

can incentivise one area without 
groundlessly disadvantaging peo-
ple at the same time. 
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that data and for what purposes? 
How would checks and balances 
work? Among Western countries, 
the UK is already a leading country 
in public surveillance through the 
amount of closed-circuit television 
(CCTV) cameras in public spaces 
that feed the information into facial 
recognition software. The system 
has attracted heavy criticism over 
the years, including a 2018 judge-
ment by the European Court of Hu-
man Rights ruling that the way data 
is collected has been unclear and 
therefore violates human rights. Af-
ter Beijing, London is the city with 
the highest amount of CCTV cam-
eras with around 420,000 cameras 
in 2019. 

China is also advanced in auton-
omous drone production. The 
world’s leading consumer drone 
maker, DJI, is based in Shenzhen 
and holds an estimated 70% global 
market share. The US has become 
sceptical about using their drones 
for government purposes due to 
security risks and DJI’s alleged 
links to the Chinese government. 

In general, Kai-Fu Lee argues that 
the US and China have different 
approaches to entering the market. 
The US is a “perfectionist”, working 
on a product in Silicon Valley until it 
is nearly flawless, before it is rolled 
out around the world as an “one 
size fits all” product. China, on the 
other hand, uses a more diversified 
approach by investing in dispersed 
small local start-ups around the 
world, adapting the product’s algo-
rithms with local data, and tailoring 
it to local circumstances. 

China has been successful in 
catching up in AI with an extreme 
pace, but that isn’t to say that all 
developments in AI in China have 

been good. For example, the Chi-
nese national police use facial rec-
ognition technologies to target Ui-
ghurs, a minority group in China. In 
2019, The New York Times report-
ed that “Almost two dozen police 
departments in 16 different prov-
inces and regions across China 
sought such technology beginning 
in 2018, according to procurement 
documents. Law enforcement from 
the central province of Shaanxi, 
for example, aimed to acquire a 
smart camera system last year that 
‘should support facial recognition 
to identify Uighur/non-Uighur at-
tributes.’” While this is an example 
of discrimination, the Chinese start-
up CloudWalk openly advertises 
that its surveillance system can 
“identify sensitive groups of peo-
ple’’. As Clare Garvie, an associate 
at the Center on Privacy and Tech-
nology at the Georgetown Uni-
versity Law Center states, “If you 
make a technology that can classi-
fy people by an ethnicity, someone 
will use it to repress that ethnicity.” 

While China’s approach in catch-
ing up with AI shows a holistic ap-
proach, and drives the develop-
ment of AI on multiple levels and 
with incredible speed, the use of 
power China gained in AI remains 
rather questionable. Authoritarian 
states have an advantage in col-
lecting data as they face less legal 
constraints. Gregory Allen, a politi-
cal scientist and Chief of Strategy 
and Communications at the DoD 
Joint Artificial Intelligence Center, 
says “essentially all major technol-
ogy firms in China cooperate ex-
tensively with China’s military and 
state security services and are le-
gally required to do so. Article 7 of 
China’s National Intelligence Law 
gives the government legal au-

thority to compel such assistance, 
though the government also has 
powerful non-coercive tools to in-
centivize cooperation”.

The UK will have to consider how 
to interact with China on AI mat-
ters: 

• The private as well as public 
sector need to stay aware 
of AI developments in Chi-
na, knowing that companies 
collaborate closely with the 
Chinese government. This 
means looking at the import 
and export of products and 
services to and from China, 
but also other states that 
knowingly have been sup-
ported by Chinese AI compa-
nies.   

• The UK should have clear 
standards on human rights 
violations. While it is crucial 
to remain diplomatic relation-
ships, the UK should openly 
speak up on human rights 
abuses. 

• With the right set of policies 
that foster AI R&D, wealth dis-
tribution and the support of 
start-ups and small and medi-
um sized enterprises (SMEs), 
the UK should cooperate with 
other nations and multilateral 
institutions to establish a lev-
el playing field that allows fair 
competition and protects hu-
man rights. 

• By introducing the above 
point, the UK should aim to 
avoid a trade or proxy war 
with undemocratic states 
such as the US has been with 
China. 
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China has become a significant 
investor in American start-

ups that are working on technol-
ogies with potential military ap-
plications. These start-ups focus, 
for example, on rocket engines 
for spacecraft, sensors for autono-

mous ships, and printers that make 
flexible screens that could be used 
in fighter-plane cockpits. Many of 
these Chinese investor companies 
are state owned or have connec-
tions to Chinese leaders. Not only 
does that mean Chinese investors 

have significant control in the start-
up’s decision making, and decid-
ing in which direction the start-up 
should go, it also opens the door 
for intelligence gathering and ob-
taining the technologies them-
selves. Especially when it comes to 

AI IN FOREIGN POLICY

Artificial Intelligence is not only 
used for commercial purpos-

es: the mobile phone, bluetooth, 
GPS, and the Internet are exam-
ples of inventions massively fund-

ed by and for the US military. 

The uses of AI in foreign policy 
have been recognised and ac-
tively utilised by a few states for 
decades. Just like companies can 

become monopolies in AI due to 
an extremely large pool of data, so 
too can world powers shift, vacu-
ums be created and new tools of 
foreign policy established. 

Democracy, sovereignty and ethics

FOREIGN POLICY



71

military purposes, this can become 
critical. 

Foreign direct investment (FDI) 
should not be underestimated as a 
foreign policy tool. In terms of the 
ethical use of AI, the public of one 
country (here the case of the US) 
often doesn’t know (yet has a right 
to know) that the company they’re 
giving their data to (here, China) is 
owned by the (Chinese) govern-
ment. 

• Because data can be used in 
such a wide variety of ways 
and the line of when AI be-
comes harmful is often blur-
ry, it is extremely important 
to oversee who collects the 
data and how it is used. 

• Policymakers and public serv-
ants are obliged to work in 
the public interest. If foreign 
states decide to interfere 
through FDI and have the 
ability to shift foreign policy 
tools without the oversight of 
domestic policymakers, then 
this raises questions on the 
ethical use of AI, and the un-
dermining of public trust and 
democratic processes.

The UK’s foremost AI company, 
DeepMind, has some of the world’s 
leading AI scientists. In 2014, it was 
acquired by Google.

• The UK government should 
invest in and protect inde-
pendent and UK-based AI 
companies in order to in-
crease their global competi-
tiveness. 

• It should also remain in con-
trol of how the wealth gener-
ated through these compa-
nies is distributed throughout 
British society. After all, AI 
companies generate their 
wealth through taxpayers’ 
data. 

• Large AI companies need to 
be taxed to ensure a compet-
itive market: first, to ensure 
enough is “paid” to users for 
their data that they are sup-

plying to AI companies, and 
second, to counteract mo-
nopolies created through the 
positive feedback loop intro-
duced earlier in order to sup-
port a wide variety of AI start-
ups. This payment ideally 
takes the form of market-de-
termined negative prices or 
in the form of data to ensure 
a level playing field (see Con-
clusions: Policy Proposals).

Hacking foreign democracies pos-
es another threat in foreign policy. 
Russia did so in the US elections 
in 2016 and in 2014 Chinese hack-
ers stole files of 22 million people 
from the US government’s Office 
of Personnel Management. Chi-
na now could use this well-struc-
tured data to create algorithms 
in an extremely large variety of 
ways, thereby strengthening their 
cyberwarfare capabilities in many 
ways. In the 2016 US presidential 
election, bots were able to alter 
entire national public debates, and 
change people’s opinions (see AI 
and Disinformation). In the 2020 
US presidential election, presiden-
tial candidate Joe Biden has faced 
hacking attempts by Chinese hack-
ers, targeting the personal emails 
of his campaign staff members. 
Bots can work 24/7 and process 
data as well as develop content in 
a much more efficient manner. The 
fact that an entire democratic sys-
tem can be undermined by such at-
tacks so easily shows how vulnera-
ble societies are and how urgently 
states need to work on protecting 
the essential principle of societies 
living together: democracy. 

This new form of AI attacking is 
called cognitive hacking, “a form 
of attack that seeks to manipulate 
people’s perceptions and behav-
ior, takes place on a diverse set of 
platforms, including social media 
and new forms of traditional news 
channels”. Cognitive security, on 
the other side, aims to defend such 
attacks. Cognitive hacking abuses 
a large amount of innocent people 
and their data and engages them 

in operations of foreign states with-
out their knowledge.

In 2017, Google signed a contract 
with the US Department of Defense 
(DoD) for a military project called 
‘Project Maven’, which deploys 
AI to “automatically label images, 
buildings, and other objects cap-
tured by cameras on drones, help-
ing [US] Air Force analysts identify 
unique targets.” It is an attempt to 
incorporate AI into battlefield tech-
nology. When the contract became 
publicly available, Google employ-
ees protested, and some quit their 
jobs while others started a petition 
to urge Google to distance itself 
from warfare technology and can-
cel the contract. At first, Google 
tried to play down the significance 
of the contract, saying it was “only” 
a $9 million project. However, it 
was soon revealed that the con-
tract with Project Maven was worth 
around $250 million a year. In June 
2018, Google announced it would 
let the contract for Project Maven 
expire when it ended in March 
2019. 

Employees should have the right 
to easily opt out of projects which 
go against their moral beliefs with-
out consequential disadvantages 
for their career. This also raises the 
question of how strictly divided the 
lines between private companies 
and the government should be. Is 
Google allowed to share its users’ 
data with the Pentagon without the 
users’ consent? If so, how many 
third parties are allowed to access 
and use that data, and then use it 
for what purposes? Or should it not 
be possible for Google to share the 
data at all? 

Google is also an international com-
pany with offices across the world, 
which entails two kinds of risks. 
First and foremost, Google collects 
data from countries all over the 
world. Despite GDPR rules, there is 
leeway for Google to use data from 
its users in foreign countries for US 
military purposes. The second risk 
is that classified information could 
get into the wrong hands, outside 
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An emerging and growing part 
of the foreign and defence 

policy discussion are lethal auton-
omous weapons systems (LAWS). 
In 1988, a US guided missile cruis-
er shot down an Iranian passen-
ger jet in the Persian Gulf, killing 
all 290 people on the plane. Even 
though the plane gave every indi-
cation to be a civilian airplane, the 
missile cruiser’s Aegis system, pro-
grammed to target Soviet bomb-
ers, misidentified it. Nobody in the 
Aegis crew challenged the deci-
sion and so passively authorised 
the firing of the missile. A more re-
cent example of LAWS is the Isreali 
drone ‘Harpy’. It can stay high up in 
the air, observing a large radius of 
ground. When it detects a radar sig-
nal from the enemy, it crashes itself 
into the radar’s location, destroying 
itself and everything around it. 

When it comes to the fundamental 
question of life or death, it is ques-
tionable whether we really want 
to give a machine the full author-
ity and control of that decision. In 
war, actions are time-sensitive and 
some might argue that these ma-
chines can take into account more 
information at a faster pace than 
any human could ever do. But the 

decision to take away people’s 
lives goes beyond purely rational 
calculations. War has become more 
complex and it has become more 
difficult to differentiate between ci-
vilians, enemies and allies. AI oper-
ated weapons are based on data, 
but what if that data is not suffi-
cient? What if things have changed 
just the other day or hour and the 
programme is operating under 
false premises? Another argument 
against LAWS is one of responsi-
bility and accountability. Who is re-
sponsible if something goes wrong 
and innocent people die? The sci-
entist who programmed it? The 
commander who decided to use 
the weapon? The responsible gov-
ernment department which bought 
it? If responsibility defuses and the 
risk of being held accountable de-
creases, this can lead to decisions 
to kill people being made with less 
questioning. Lastly, because LAWS 
can be deployed with less risk to 
military personnel, the proliferation 
of such weapons might lower the 
bar for conflicts. 

Following the moral arguments to 
ban LAWS, activists, over 110 non-
governmental groups, the Europe-
an Parliament, 26 Nobel prize win-

ners, more than 4,500 AI scientists 
and 30 different countries have 
joined a global campaign address-
ing the UN to ban LAWS. However, 
governments who drive the devel-
opment of LAWS and profit from it 
have so far voted against the ban, 
which needs an unanimous vote in 
order to pass at the UN.

In the end, machines differ from 
humans as they don’t have a moral 
compass. Morality itself is so com-
plex and diverse that no machine 
will be able to be programmed with 
a moral compass. Guilt, shame, 
empathy, a feeling of responsibili-
ty and accountability are attributes 
that arise in a person when they 
do, see, or decide certain things. It 
will be very unlikely that machines, 
algorithms, or complex softwares 
replace these powerful human 
emotions. That is why it is so impor-
tant not to give machines the pow-
er to make final decisions, or shirk 
from making decisions and taking 
actions just because the machine 
has chosen its course. An open, 
public discourse about morality in 
all aspects of life should take place 
to understand the distinction and 
uniqueness of humans and their 
difference to machines. 

Lethal Autonomous Weapons Systems (see also: Section 1: Defence and 
Cyber)

of the US, especially when the em-
ployees working on that project 
have never intended to work on 
military projects and so are more 
willing to leak information. 

In order to cooperate on a multilat-
eral level, in May 2019 the OECD 
published its AI Principles and AI 

Observatory, outlining principles 
and recommendations for govern-
ments in order to develop a level 
playing field. All 36 OECD coun-
tries together with a few others 
have signed the document. How-
ever, the US has signed the princi-
ples under President Trump, who 

has continuously been expressing 
animosity towards international 
cooperation. China and Russia are 
only part of a consensus agree-
ment stating they will support the 
efforts more broadly. 
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INTRODUCTION

This Industrial Revolution, Brit-
ain must redefine the funda-

mental role of the state and the 
social contract. The key differ-
ence between AI and other forms 
of productivity increase is that it is 
autonomous, and thus a new tri-
partite contract between the state, 
humans, and human-like machines 
must be drawn up. We must accept 
this and embrace the vast oppor-
tunities opened up to us, but also 
manage the risks posed by this po-
tential.

The debate around the tripartite so-
cial contract is only just beginning. 
The editor’s view is that human-like 
machines (specifically, those who 
have individual human-level im-
pact) need their own legal regime, 
but one that connects inseparably 
to the existing human one, just as 
human-like machines live insepara-
bly with humans.

The proposals in this document are 
designed to both solve immediate 
problems but are also consistent 
with the above interpretation of the 
tripartite social contract. As we do 
more and more work in this area, 
so will precedents be set and a 
clearer vision be formed.

This section is based on three key 
insights which must be digested by 
policymakers:

1. We already delegate agency 
to AI even if nobody knows 
how exactly these, or the 
end-to-end processes in 
which they are embedded in, 
work

• See Embracing the Poten-
tial: Proposals for an AI Reg-
ulator

• News articles written by AI 
are used by market-making 
algorithms to set prices of 
everything from commodi-

ties and energy to medical 
supplies

• The concept of agency is 
process-dependent. If a 
doctor has to review AI-giv-
en suggestions at such a 
speed that it is not possi-
ble to provide independent 
opinions then she has ef-
fectively delegated agency 
even though she is “press-
ing the button” on the final 
decision. The same reason-
ing applies to lethal autono-
mous weapons (LAWs)

• If agency is a line at which 
policymakers wish to draw, 
regulation needs to have 
control over process, as 
well as auditing the actual 
AI

• Agency is crucial to define 
for insurance purposes. 
Proposed solutions, such as 
designated managers, are 
discussed in the relevant 
section

2. We have no clarity on existing 
treatment of data in our soci-
ety

• See Data Saves Lives - Con-
sider it Vital Infrastructure

• One example is the pro-
posed anonymisation solu-
tion for privacy. Data can be 
de-anonymised by essen-
tially cross-merging “anon-
ymous” datasets

• There needs to be a debate 
around whether data an-
onymisation is the most ef-
fective solution to data pri-
vacy. With anonymised or 
hashed data, it is difficult to 
detect biases and difficult 
to validate true anonymity

• An alternative to anonymi-
sation is regulatory control. 

Personal characteristics, for 
example, can be collect-
ed specifically to check for 
bias. To enforce fair use, 
this must sit within an over-
all ethical framework

• How much is data worth to 
the individual versus the 
collective? Does the state 
have the right to forcibly 
collect data if it improves 
outcomes for the collective?

3. Parts of the current market 
are inefficient by the stand-
ard of a free, fair, and com-
petitive marketplace

• See Creating a Fair & Com-
petitive Marketplace

• Specific measures are re-
quired, but not sufficient, to 
enforce a fair market

• Transparency: data lineage, 
showing an “ingredients 
list”

• Enforcement: auditor with 
the power to penalise mis-
use

• Anti-monopolistic meas-
ures: breaking up network 
effects in data or structure. 
Enforcing portability of cer-
tain data, such as social 
graphs in social networks, 
greatly reduces the barrier 
to entry, but come with as-
sociated data privacy chal-
lenges
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Overall, it must be ac-
knowledged that a more 
supportive government 

approach - a government able 
to execute the above measures 
and give clear answers to ethical 
questions - will confer economic 
benefits and develop the market 
faster, contributing to our reputa-
tion as one of the world-leading 
markets in this area.

Britain is one of the few countries 
with the ability to become a world 

leader:

• Comparative advantages: 
world-leading universities, 
talent, attractive places to live 
and work, with a long history 
and reputation of free trade 
and welcoming investment

• A high-quality, sufficiently 
centralised state that takes 
decisions speedily but also 
allow sub-bodies enough in-
dependence to operate with 
technical competence - con-

trast this to the US and the 
EU

• Our democratic accountabil-
ity and focus on privacy and 
individual liberties will re-
quire a market different from 
East Asia

• Britain remains an important 
world market which can’t be 
ignored by any global enter-
prise
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EMBRACING THE POTENTIAL: PROPOSALS 
FOR AN AI REGULATOR

A regulator specifically for AI 
is an idea actively debated 

amongst the political and tech-
nological community1 2 and most 
discussions on the challenges of 
AI land on some sort of regulatory 
proposal. The main alternative to a 
dedicated regulator is broad reg-
ulation (upskilling) across existing 
bodies. What is missing, however, 
are the details of how any regula-
tor may operate and for what rea-
son they need certain powers. This 
section sets out to fill that gap, and 
more importantly, how to get there 
from today.

“...we have concluded that the 
CMA’s current tools... are not suf-
ficient to protect competition... 
We therefore recommend a new 
pro-competition regulatory regime 
with strong and clear ex ante rules, 
which can address a wide range 
of concerns holistically, can be 
enforced rapidly by a dedicated 
regulatory body” - CMA Online 
platforms and digital advertising 
market study, July 20203

Consider a new model of aero-
plane which nobody knows how 
to operate. It might flap its wings, 
float like a balloon, or inflate itself. 
It works, but nobody knows how. 
Even the people who built it do not 
know. What we do know is that it’s 
much faster and safer than a regu-
lar plane. Would you fly?

The above anecdote illustrates 
the inefficiency of a market where 
the products cannot be tested by 
the consumers. Even if consumers 
cannot directly test the safety of 
planes, there is a robust interna-
tional framework, run by experts 
and ultimately accountable to the 
people, which governs their safety 
and builds trust with the consum-
ers. Currently, the usage of AI is al-
most invisible to the everyday con-
sumer and there is no oversight to 

monitor, say, if crucial anti-discrim-
ination laws are being broken by 
decision-taking algorithms.

One regulator, set up correctly, 
would be better than broad regu-
lation (upskilling all existing regu-
lators) due to economies of scale 
and fairness - ensuring auditing, 
for example, is consistent with one 
ethical framework across all use 
cases in the country. We cannot 
risk certain industries being left 
behind due to regulatory capacity 
and AI regulatory talent - highly in 
demand on the best of days - be-
ing spread thin across the almost 
100 individual regulators in the UK. 
Crucially for business, this regula-
tor must be set up without over-
lap with existing regulators. There 
will be industry-specific questions 
(are maintaining bank capital buff-
ers considered “critical” enough 
to warrant extra oversight in that 
area?) that the single regulator will 
have to work with, but the pool of 
experts who are forming a consist-
ent ethical framework, the founda-
tion of the tripartite social contract, 
is better concentrated in one body.

Current data and AI governance 
is already splintered across indus-
tries and we already live with in-
consistencies across the country. 
Again, this is not necessarily the 
fault of any specific institution, but 
more a reflection of how difficult 
it is to build and retain expertise 
in the area. The financial servic-
es industry enjoys the benefit of 
a well-funded, globally respected 
and forwards-looking regulator in 
the form of the FCA, which togeth-
er with the Bank of England pub-
lished a report in Oct 2019 on the 
use of AI in the industry4 and is ac-
tively looking at industry use cases. 
The CQC, on the other hand, is one 
body near the other end of regula-
tory preparedness and is only just 

now looking at data privacy issues. 
Local government procurement 
and data sharing regulations are 
also such that obtaining approval 
for many digital schemes are al-
ready prohibitive, which does not 
portend well for the future.

It is worth noting that an independ-
ent regulator is not the only way of 
protecting citizens’ rights and safe-
guarding a fair market. A new gov-
ernment ministry, with a dedicated 
minister more directly accounta-
ble to citizens, may be required to 
make inherently political decisions 
around issues such as data privacy.

A summary of the reasons why we 
need such a body:

• Auditing: making sure AI 
works fairly for all, and is 
compliant with existing laws 
(e.g. anti-discrimination). 
Auditing is necessary to 
protect and validate exist-
ing citizen rights, including 
but not limited to privacy, 
market access, and discrimi-
nation. As discussed above, 
end-to-end, contextual pro-
cess monitoring must be a 
part of the auditing powers

• Creating a fair marketplace 
and promoting competition: 
the power to investigate 
and break up network ef-
fects, enforce transparency 
in data markets, and ensure 
consumers are being of-
fered fair products and ser-
vices

• This is discussed in fur-
ther detail in the following 
sections

• Civil rights: an arbitrator to 
settle disputes, apply res-
titution, quantify damages 
(specialist support for the 
legal system). Help develop 

AI REGULATOR



78

• Using a standards-based, rath-
er than legalistic, model which 
relies on ethical and political 
principles to ensure account-
ability. This model remains 
flexible to quickly cover grey 
areas, which is important in an 
emerging field

• By being reactive, monitoring, 
and proactive - looking at the 
entire development lifecycle

• How precautionary to be is 
a political choice:

• Features from other reg-
ulatory models can be 
borrowed - for example, 
the ICAO’s best practic-
es in error tracking and 
learning from mistakes, 
or an FDA-style “stamp” 
of pre-market approv-
al may be applicable to 
“ethical markets” such 
as health, if a more con-
servative approach is 
desirable

• Monitoring of the market via 
auditing the applications of 
AI in the context of their sur-
rounding processes

• The regulator will likely 
have to prioritise top-tier 
impact uses of AI, along 
with companies which 
have received the most 
complaints

• “Bug bounties” can be 
used as incentives as 
part of ongoing mon-
itoring and enhanced 
auditing, especially for 
non-sensitive use cases7

• Proactive and for-
wards-looking with an aim 
to be world-leading and 
influential. This part is cru-
cial to becoming a leading 
market force. Otherwise, a 
regulator can end up being 
purely reactive and seen to 
be holding back the market

• Principles such as 
being iterative, out-
come-based, decentral-
ised, and inclusive. The 
innovation foundation 
Nesta’s work on “antic-
ipatory regulation” is in-
fluential8

• The FCA’s regulatory 
sandbox, a structure 
used to test out new 
innovations in a safe 
space, has been well-re-
ceived by the industry. 
An equivalent sandbox 
for AI would create a 
space for innovative 
companies to experi-
ment and develop

• The ability to levy penalties for 
non-compliance. Conversely, 
if standards can be created 

for areas such as data quality, 
these will act as soft positive 
incentives if these standards 
are adopted by the industry. 
They can be, for example, pre-
requisites for government pro-
curement

• Tiered regulation by industry 
sector, with higher tiers subject 
to more scrutiny and a higher 
priority, and tiers dependent 
on impact on human lives. 
Health and financial services 
will likely be at the top, with 
other consumer applications 
(e.g. product recommenda-
tion systems) lower down. This 
clarity will help safeguard and 
ringfence the sensitive and 
ethical market for the private 
sector to develop solutions for, 
whilst preserving the exciting 
innovation in other areas of the 
economy

• For top-tier impact cases, 
additional measures such 
as the publishing of impact 
assessments of ethical con-
siderations and potential 
societal consequences can 
a) make easier auditing and 
b) force designers to take 
them into account during 
the development process

• Assigning accountability for le-
gal purposes: what happens if 
an AI causes harm?

How should such an institution function to be most effective?

a new insurance and legal 
framework for AI

• Manage cases of citizen 
abuse e.g. algorithmic rac-
ism & sexism

• Encouraging investment: 
ensure that the UK market 
is a safe one to invest in, 
and clarify the boundaries 
of the UK “ethical market” 
to create an investable one 
in the first place

• ESG funds are driving in-

vestment flows - over $1tn 
at the time of publication5 
- and tech stocks are under 
scrutiny over their existing 
data privacy and ethical 
uses6, indicating that clear 
ethical AI companies would 
attract investment

• Advise on ongoing devel-
opments in the industry as 
well as encourage industry 
research in particular areas 
e.g. how to respond to ad-
versarial attacks on AI

• Promoting the UK’s status 
as a world leader by being 
one of the first countries to 
take this step. We know it 
is possible for us to lead a 
market like this by example 
of the Bank of England and 
the FCA, which are globally 
respected institutions

• Promoting operational effi-
ciency and security within 
the public sector: this is fur-
ther discussed in the Data 
section
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• A solution is “accountable 
dedicated managers” for 
critical AI applications, who 
are legally liable for prose-
cution

• Official oversight over gov-
ernment use of data and in-
tra-governmental data trans-
fers. “Data corridors” between 
government entities need to 

be governed appropriately 
and set up where they don’t 
currently exist to increase op-
erational efficiency of govern-
ment

• Using the latest technology to 
reduce compliance costs. Look 
into solutions such as creating 
secure channels (APIs) to di-
rectly pull data from compa-

nies for reporting and auditing

• High diversity standards for 
its own management board - 
because important regulatory 
decisions which can impact 
the entire market should fairly 
represent the whole country’s 
population



The Information Commission-
er’s Office, as the UK’s inde-

pendent information rights regu-
lator, is perhaps the best placed 
body to be given a broader remit 
involving AI.

The ICO has been recently con-
ducting work on putting together a 
draft AI auditing framework9. This, 
of course, is a good starting point. 
However, the Government needs 
to reach much further and broader 
if a truly effective regulator is to be 
formed to bring all the benefits out-
lined above to the market. Audit is 
just one of the many pieces need-
ed to be put together to achieve a 
desirable outcome.

There have been a few other an-
nouncements, the main item of 
interest being a proposed “Big 
Tech Regulator”10 in 2020, follow-
ing the Furman review11 and Digital 
Competition Expert Panel12 stud-
ies. However, detail is very much 
missing from the public sphere and 
there is no clarity on what the exact 
remits of these regulators will be. 
Some considerations are:

What is the remit of the regulator? 
Will it audit AI itself or only deal 
with competition?

If the remit is only big tech (the 
term used is “Strategic Market Sta-
tus” companies), the institution will 
be reactive to one specific part of 
the ecosystem rather than a proac-
tive and monitoring institution that 
we need for the whole economy. 
Additionally, there will be a vulner-
ability to regulatory capture if only 
big tech is engaged and not other 
parts of the economy

May do little for SMEs not already 
affected by big tech. Doesn’t pro-
vide an avenue to help boost pro-
ductivity

Proposal seems to be more aligned 
to a “Digital CMA” specifically for 
big tech rather than a single body 
with remit for all AI related applica-
tions

More importantly, the National 
Data Strategy is delayed, having 
previously been promised by the 
Government for 2019. Without 

this, we have no clarity on how 
important the UK’s data is for the 
Government, and therefore no di-
rection on how to resolve existing 
data concerns such as privacy, an-
onymisation, and national security.

A recent Committee for Standards 
of Public Life (Feb 2020) report13 

concludes that the current status 
quo is too immature for a regula-
tor. This viewpoint, which is more 
from practical rather than ideologi-
cal concerns, makes a point about 
a missing framework. However, 
the formation of a regulator can 
precede the formation of a frame-
work (as the Government have an-
nounced with their “Big Tech” regu-
lator) and can assist in establishing 
such a framework by precedent. A 
regulator can already start working 
on research, set up vital links within 
the Government, and start auditing 
data and AI usage within the public 
sector and companies. The estab-
lishment of a body is also a signal 
to the international community that 
the UK is serious about being a 
world leader. 

What is the Government currently doing?
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DATA SAVES LIVES - CONSIDER IT 
VITAL INFRASTRUCTURE

How should we treat data as 
an economic resource? We 

already know that efficient and re-
sponsible use of data saves lives, 
allows businesses to thrive, and re-
moves a lot of pain from people’s 
lives. However, the way we look at 
data can greatly affect what we are 
comfortable doing with it.

Various thinkers compare data to 
commodities14 or capital15, but con-
sidering data as intellectual prop-
erty gives one of the best frame-
works for understanding what we 
need to do to use it responsibly.

Public data, referring to impersonal 
public goods such as a geograph-
ical map of the UK, climate and air 
pollution data, and atmospheric 
data, can indeed be largely treat-
ed as a public good or reusable 
commodity which in some cases is 
best invested into by the state due 
to the economies of scale. (The 
editor uses the term “public” in 
this phrase referring not to privacy 
but to the economic definition of a 
public good.)

As IP is considered intangible 
property as a result of creativity, 
so should personal data be simi-
larly considered intangible prop-
erty as a result of socially-defined 
privacy structures. As we have 
seen throughout this pamphlet, 
privacy rights are a globally vary-
ing construct. This is why the Gov-
ernment’s National Data Strategy 
needs to urgently clarify the UK’s 
stance, but this will likely not an-
swer several crucial questions, one 
of the most critical being the right 
of the government to forcibly col-
lect data from its citizens.

Is forced data collection the new 
cost of living we must accept, or is 
data privacy a fundamental human 

right? The current landscape has 
many commentators arguing for 
the latter. However, the advantages 
of a theoretically perfectly secure 
database of individual data, acces-
sible only to researchers and the 
benefit for the public good, are un-
deniable. An incredible amount of 
medical insight and scientific pro-
gress could be gleaned and used 
to find treatments and extend life 
expectancy for the collective. Parts 
of the economy requiring support 
could be identified and efficient, 
targeted support provided to cer-
tain regions or sectors. Tax avoid-
ance could become an issue of the 
past. The strength of the common 
endeavour achieves infinitely more 
than can be achieved with individ-
ual data points, and ensures that 
there is more accurate representa-
tion of minorities compared to vol-
untary data collection. There is, 
essentially, no fight between “my 
data” and “your health”, but my 
data helps improve your health, 
and your data helps improve my 
health. Of course, such an imple-
mentation is beholden to practical 
challenges, but the idea of utilising 
our collective data as a national re-
source for the benefit of all should 
not be shied away from.

Comparing data to IP yields the fol-
lowing insights:

• Data takes effort to gather 
and curate, and is done so 
for specific purposes. It is not 
a true free public good (e.g. 
the ocean) and is highly con-
text-specific, unlike commod-
ities

• The economics on the “re-
turn” on data, like there is 
on the return on capital, is 
not well understood. There 

are specific network effects 
but these rely on other tech-
nologies in addition to the 
data to generate a “return” 
(e.g. search engines). What 
is clear, however, is that 
data doesn’t conform to any 
well-understood economic 
model and attention needs to 
be paid to emerging research 
in the area to fully understand 
it. Existing models must be 
treated with caution

• Data is not transferable and 
taxable like capital. Due to 
the value of data being con-
text-specific and future value 
flows unpredictable (unlike 
universal capital), it is not 
possible to assign a present 
value and therefore tax it. Ad-
ditionally, there is no equiva-
lent to “free flow of data” be-
cause of its replicability and 
privacy constraints

• There needs to be sufficient 
incentives for data gatherers, 
especially in the case of wish-
ing to incentivise creation of 
public data

• In the case of the state gath-
ering personal data, there 
should be incentives for data 
owners to accede to giv-
ing up their data. What this 
whole bargain is needs to be 
defined in the tripartite social 
contract

• A 2019 paper in the Nation-
al Bureau of Economic Re-
search16 models data sharing 
in the market and finds that 
allocating property rights to 
consumers for their data re-
sults in more optimal market 
allocation (see more detail in 
Creating a Fair & Competitive 

What is data?

DATA
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Marketplace)

Data is a “raw input” for industry 
- especially new B2B companies 
who use it to boost efficiencies or 
enhance existing services - entire 
companies (such as Reuters) exist 
purely to process and sell data. 
However, these depend heavily 
on context, again, like IP. Data de-
pends heavily on use cases - it is 
never usable out of the box like 
capital or commodities - and the 
concept of data belonging to a 
data owner conforms with our no-
tions of individual rights, rather 
than simply being a resource which 
is “gathered”.

Privacy and ownership of data are 
also concepts which need to be de-
fined by the state via the citizenry. 
It may seem like privacy is a simple 
concept - what’s mine is mine - but 
for replicable, social data, there are 
plenty of grey areas in which the 
rules are unclear. To whom do the 
timestamps of messages sent over 
a messaging platform belong to? 
Who is allowed to know the people 
I know - the “social graph” in social 
networking platforms? What rights 
do I have to the pictures of me, 
even if I do not know they exist?

Data anonymity is also a concept 
which needs to be challenged as 
we come to understand the de-
ductive capabilities of social data. 
A study in 2019 by leading privacy 
professionals at Imperial College 
London and UCLouvain showed 
that 99.98% of individuals could be 
correctly re-identified in a dataset 
compliant with modern GDPR and 
CCPR standards17.

The challenge with “anonymous” 
data as a term in discourse is that 
there are neither universal stand-
ards nor a complete mathemat-
ical understanding of the attrib-
utes that make data anonymous, 
further compounded by the fact 
that definitions of anonymity must 
rely heavily on social definitions. 
Contrast this to, say, encryption, 
a much better understood math-
ematical problem which enables 
accurate estimates of security and 
thus other technology which relies 
on it. Like GANs (see Section 1: 
Communications), we must accept 
instead that a technological arms 
race is happening in this space, 
and look for policy solutions which 
aim for greater control of data, as-
suming in the worst case that data 

cannot be made truly anonymous. 
The technology is not yet there to 
assure that data privacy is a fun-
damentally achievable goal, so we 
must plan around it.

The previous paragraphs are not 
just important in clarifying individu-
al and business rights, but must be 
answered to solve the data inter-
operability puzzle. Governments, 
in this debate, must represent the 
people’s interests along with pri-
vate companies, who are currently 
leading the discussion in this area18. 
Business is finding the theoretical 
concept of interoperability, sup-
ported by GDPR and other regula-
tions, difficult to realise in practice 
due to barriers and multiple stand-
ards in data organisation. Here, 
governments can help by helping 
design standards for certain types 
of data, such as SWIFT does for 
international payments, resulting 
in much quicker data transfer and 
real portability. Portability is, many 
would argue, a crucial piece of the 
puzzle to breaking up network ef-
fects (see the section below, Cre-
ating a Fair & Competitive Market-
place). 

Acknowledging investment needs

In the March 2020 budget, 
£2.5bn was announced for fix-

ing potholes19, but the only refer-
ences to data were £16.4m over 
three years for data sharing with-
in government, and £5m for eco-
nomic data.

There was no recognition for the 
need for data centres, technical in-
frastructure, open source data, and 
ensuring a competitive digital mar-
ketplace - in other words, the new 
vital common goods which our 
knowledge-based economy and 
regular businesses need.

Data must be classified and treated 
as vital infrastructure. This seman-
tic step is critical to prioritising the 
infrastructure that underpins our 
modern, knowledge-based econ-

omy. Our response in crises such 
as COVID-19, or even war, could be 
greatly improved with truly modern 
digital infrastructure. Regular busi-
nesses benefit strongly from safe, 
well-structured internal data infra-
structure which unlocks opportu-
nities and trade. Conversely, loss 
of human life can be attributed to 
a direct result of negligence in this 
area.

Practical steps can be taken on the 
back of this. The first is to add data 
infrastructure investments into the 
definition of R&D expenditure, so 
that public and private (crowd-in) 
investment can benefit from gov-
ernment support for improving 
their back-end systems.

Various announcements on pub-

lic sector investment into “infra-
structure” have not come close to 
touching digital infrastructure in a 
meaningful way. Underinvestment 
in an economy which is 80% ser-
vices based20 means that a very 
significant portion will be related to 
digital infrastructure.

Forward-thinking financiers are 
already identifying good opportu-
nities for their capital which also 
advance this national industrial 
strategy, a triple win for business, 
financial services, and the country. 
However, the financing gap in the 
UK21, reflecting a structural invest-
ment gap, shows that we are still 
taking too long to truly adapt and 
help solve the productivity puzzle, 
holding our businesses back. A 
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Although the ICO is doing good 
work already, more needs to 

be done in preparation for the 
current age of widespread AI. 
Data is the foundation upon which 
AI is built upon and policy involving 
data must always be considered 
alongside AI policy.

• The AI regulator or the ICO 
needs a bigger mandate to 
monitor data after we desig-
nate it critical infrastructure

• Hold the public sector to 
standards involving data 
preparedness by monitor-
ing key metrics and stress 
testing

• Oversight of data corridors 
which run between differ-
ent parts of the public sec-
tor to improve operational 
efficiency. A review of all 
intra-governmental data 
transfer points will yield 
many areas in which oper-
ational efficiencies can be 
found, processes automat-
ed, and security enhanced

• Ability to audit the private 
sector must line up to the 
National Data Strategy. The 
Strategy will define how im-
portant general private sec-
tor preparedness must be, 
and the auditing and penal-
ty powers must be sufficient 
to enforce this

• As explored above, if pub-
lic standards can be formed 
for data quality (likely based 
on architecture auditing), 
auditors can assign ratings 
to businesses

• Standards can act as soft 
incentives - for example, 
limiting government con-
tracts to certain stand-
ards

• If businesses require fi-
nancing to improve poor 
data quality they can ac-
cess “data bonds” which 
may be purpose-limited 
loans. The Government 
can choose to back 
these loans to further 
support the initiative

• Financing made available to 
improve data security, reliabil-
ity, lineage etc. available align-
ing to a National Data Strategy, 
which again needs to clarify 
the value of the nation’s data 
from various angles, including 
a national security perspective

• Examine the options to im-
prove financing:

• Direct government fi-
nancing: improving fi-
nancing using existing 
channels. Just £957m 
of new commitments 
were made by the Brit-
ish Business Bank in 
201922. Contrast this to 
the €36bn invested in 
German SME and Private 
Clients by KfW, the Ger-
man state development 
bank23

• The formation of a full 
national investment 
bank, which requires 
a legal mandate and 
a state guarantee. 
This adds contingent 
liabilities to the state 

but not public debt

• Add data infrastructure in-
vestments into the defini-
tion of R&D expenditure, so 
that investment can benefit 
from government support in 
the form of tax credits

• Public data - continue target-
ing the #1 spot on the Open 
Data barometer24, leading the 
world in procuring genuine 
“public good” datasets for in-
dividuals and businesses, and 
improving the quality of public 
data (open licenses, identifiers 
etc.)

• Private data - examine the po-
tential benefits of a national 
database of citizen data, pay-
ing particular attention to the 
security and governance mod-
el that would govern it

• Learning from the short-
comings of the care.data 
programme25 would be a 
beneficial first step

• Programmes to help compa-
nies, particularly SMEs, with 
data management and data ar-
chitecture and design

• Can be like HMRC’s exist-
ing business support pro-
grammes

• Measure the efficacy: com-
bine hard and soft targets 
which align with the Nation-
al Data Strategy to ensure 
targets are met. For exam-
ple, engagement by region 
/ number of SMEs reached 
/ qualitative surveys indicat-
ing helpfulness



push for experienced technology 
bankers in an institution such as 
the British Business Bank could 
stimulate competition whilst pre-
serving a fair market (the BBB does 
not break EU state-aid rules). Of 

course, a full state NIB (with a le-
gal mandate and full government 
guarantee) is always a more pow-
erful option, but is less able to be 
directed by government policy.

Innovative financing may be anoth-

er solution which can emerge by it-
self with enough competition in the 
marketplace - for example, “data 
bonds” as a complementary ESG 
or strategic financial asset. 

Acknowledging investment needs



83

Why is the market imperfect?

CREATING A FAIR AND COMPETITIVE 
MARKETPLACE

In the previous sections, we dis-
cussed the unique nature of 

data and the subsequently unu-
sual economics that arises. It goes 
without saying that the current 
market is clearly imperfect, and 
measures can be taken to improve 
competitiveness.

The current system in the UK is 
particularly reactive (rather than 
proactive) to potential rule-break-
ing. Only big breaches, such as the 
Facebook-Cambridge Analytica 
data leak in 2018, are investigated 

by the authorities, and then only af-
ter they arise. There remains little 
transparency in many other parts 
of the market which are predomi-
nantly data and AI-focussed. For 
example, 15% of online ad spend-
ing is untraceable, according to a 
recent two year long PwC study26. 
The exact size of the market is dif-
ficult to measure, and estimates 
range from £2bn in the UK in this 
study to £14bn as estimated by the 
CMA27.

The value of consumer data is 

huge. A 2020 US Federal Reserve 
paper places the growth of con-
sumer surplus, or value, of digital 
goods and services at $30,000 
per capita from 2004 to 201728. 
Taking this number at face value, 
it follows that the value of the con-
sumer data which is provided to 
these platforms (which include free 
services such as Facebook and 
Google) ought to be a considera-
ble percentage of that surplus. 

Economic research into data is 
in its preliminary stages. This 

section summarises our under-
standing so far, which goes some 
way to explaining the current 
market.

From a basic transparency stand-
point, illusion of control over data 
acts as a significant barrier to 
achieving market equilibria29. Forc-
ing companies to disclose data 
usage in privacy policies, for exam-
ple, has done very little to give us-
ers proper control over their data 
usage. An auditing body would do 
a much better job at spotting abus-
es - which is effectively collective 
action.

The network effects in data are vital 
to understanding its impact. A “nor-
mal” trade would have the buyer 
and seller each assessing the val-

ue of the product to them and thus 
arrive at a fair price. Data, however, 
greatly increases in value the more 
an actor has of it (both because of 
the inferences that can be gained 
from it and because a “complete” 
dataset is worth much more than 
an incomplete one), which means 
that its value is more than the sum 
of its individual parts.

Initial research into both the data 
purchasing market and the data 
market show significant challenges 
with the status quo (essentially a 
free market). A free data purchas-
ing market is shown to have multi-
ple, sometimes infinite, Nash equi-
libria30 31, indicating a fundamental 
unpredictability in how the market 
operates, and recent models of a 
free data market show that it does 
not lead to an efficient use of infor-
mation, nor privacy protection for 

the consumers32. Data unions are 
a proposed hypothetical solution, 
involving collective bargaining 
by consumers which would more 
accurately capture the collective 
value of the data, but there exist 
significant implementation chal-
lenges33.

Data leaks and network effects de-
crease the value of data to individ-
uals due to privacy externalities34. 
In simpler language, the value of 
data to the user (a secret, for exam-
ple) decreases after the first time 
the user shares it. However, the 
value of that data usually remains 
the same to the company, creating 
a situation where asymmetry of in-
formation benefits the producer, 
who can acquire the data for less 
than they would otherwise have 
been able to. 

COMPETITION
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What can we do to improve it?

The below policy proposals are 
aimed at countering the nega-

tive effects of a free data market 
as explored above:

• Data lineage: “ingredients list” 
showing the lineage of data 
processing, increasing the 
transparency of the market-
place

• Implementation is flexible: 
there is a choice to force 
it to be shown for specif-
ic sectors, adverts, and 
showing specific corpora-
tions, parent companies, 
and could be linked to the 
existing Companies House 
database

• Could show metadata, com-
panies who have touched 
the data, or something else

• Technical study required to 
gauge feasibility

• Measures to make interopera-
bility more functional

• Launch a consultation with 
both big and small compa-
nies to see what improve-
ments to interoperability35 

are required to make it eas-
ier to use data

• Consider new funding models 
for data procurement to en-
sure that incentives align for 
producers

• The patent model may be 
a potential solution to data 
markets. This can apply 
both ways - private data-
sets can be protected for 
time-limited periods, in-
creasing incentives to pro-
cure them, or if states wish 
to protect, track, and/or 
gain value from its datasets, 
they can license the usage

• A subscription service may 
be another way govern-
ments can incentivise pro-
duction, in cases which 
datasets need to be con-
tinuously procured. This 
can be similar to the NHS 
trial for procuring drugs to 
defeat antimicrobial resist-
ance36

• Network effects (data gather-
ing from product use is a posi-
tive externality which produces 

a better product which gathers 
even more data) can be bro-
ken up by targeting specific 
parts of the externality-gener-
ating product

• Anything that relies on so-
cial networking, for exam-
ple, can be made more 
competitive by making the 
social graph interoperable, 
leaving the UX and content 
algorithms open to compe-
tition

• Similarly for search engines, 
web indexes and user feed-
back metadata are the main 
barriers to entry

• Specific suggestions for big 
tech have been suggested 
by the CMA in its interim re-
port37

• Consider collective bargaining 
mechanisms for consumers of 
services where data is given in 
exchange for products

• Explore the possibility of 
“data unions” as mentioned 
above
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OUTCOMES OF A RESPONSIBLE 
REGULATORY MODEL
What would a medium-term 

future look like for the UK 
economy with the above series of 
policy proposals implemented?

The UK could take one of two 
broad paths: continue along the 
lines of its global free-market mod-
el, or allow the state to pursue a 
greater role in economic develop-
ment.

The current geopolitical situation 
makes the former seem riskier 
than it was just five or ten years 
ago. The success upon which this 
type of economy is built upon de-
pends on a rules-based interna-
tional order being upheld, and 

recent events have attacked that 
confidence. That being said, there 
are still benefits the UK could gain 
from a progressive regulatory re-
gime, including a fairer market with 
greater competition and greater 
welfare for consumers, the abili-
ty for consumers to seek redress, 
and a more efficient government 
machine.

A more active state role unlocks 
a host of new possibilities for the 
UK. If the state were to assert 
full oversight over the UK’s data, 
it would see national data, both 
public and private, conform to a 
National Data Strategy. The entire 
economy would be revamped to 

fully support a data-driven econo-
my, with much bigger investments 
in infrastructure, R&D, and educa-
tion (both in the formal sense, like-
ly in the form of state-sponsored 
PhDs, and business outreach). On 
a global level, the UK could be ag-
gressive in attracting talent from 
all over the world with visa exemp-
tions and tax breaks. Providing a 
national source of financing as an 
alternative to global takeovers of 
British firms would also be a prior-
ity as data and AI companies be-
come more important when seen 
through a national security lens. 

CONCLUSION: FACING THE FUTURE

We are all living at an inflec-
tion point in human history.

All human creations are a prod-
uct of intelligence. Never before 
has a technology appeared to 
challenge that human monopoly; 
to make intelligent decisions for 
other human beings.

What we must decide now is 
how, not if, to live alongside hu-
man-like machines. Refusing to 
do so would be turning our back 
upon progress, and all the poten-
tial to make human life better and 
easier.

The fear of this technology is some-
what justified. But the fear should 
be of human mismanagement, not 
the technology itself. From poor 
governance causing harm to mali-
cious actors exploiting AI for their 
own gain, it is human social struc-

tures which must adapt to accom-
modate this new category of being 

- the human-like machine.

There are no politicians who ad-
vocate for a complete lack of rules 
governing human beings. So why 
would we let human-like machines 
exist in the same anarchy? Harms 
resulting from lack of oversight are 
our own failures, and can dent pub-
lic confidence and progress in the 

beneficial uses of the technology.

An “ethical framework” or “regu-
latory regime” is not ambitious 
enough. We must reconsider the 
entire social contract and rewrite 
it to include human-like machines. 
The policy ideas in this pamphlet 
will go some way to beginning 
this monumental task by sparking 
debate around ideas not yet con-
sidered.

We look forward to continuing the 
discussion of the tripartite social 

contract in further work. 

Marcus Storm
Editor

Marcus Storm heads AI products for a business line at a global investment bank. His aim is to make lives better through politics and technology. 
He speaks eight languages and engages in politics internationally. Find out more about his work on his website, www.marcus-storm.com 

OUTCOMES



86

GLOSSARY

As with any field, technical jar-
gon can present a barrier to 

understanding the latest develop-
ments. In the case of AI this is made 
worse by the facts that: i) the field 
is moving quickly; ii) the concept of 
AI itself is not universally agreed 
upon; and iii) many companies and 
individuals often misuse this jargon 
when marketing themselves amid 
the current wave of AI ‘hype’.

Below we have defined some of 
the key terms and acronyms re-
ferred to throughout the pamphlet. 
In general, when referring to AI, we 
refer to Narrow AI and its subfields 
which are widely in use today.

• Artificial General Intelli-
gence (AGI), in contrast to 
the Narrow AI we have to-
day, refers to a theoretical 
machine intelligence that is 
as capable as a human (or 
more so) in performing any 
intellectual task.

• Artificial Intelligence (AI) is, 
roughly, the ability of a ma-
chine to perform intellectual 
tasks that one would typi-
cally assume to require hu-
man-like cognitive abilities 
such as perception or logical 
reasoning.

• Autonomous Vehicles (AVs), 
for example self-driving 
cars, are vehicles that are 
equipped with various tech-
nologies (many using AI) that 
allow them to drive with little 
to no human input.

• Bias (in the context of data 
and AI) refers to systematic 
errors or misrepresentations 
in datasets or algorithms 
(possibly created using Ma-
chine Learning) that may 
lead to unfair disparities in 
how different groups are 
treated.

• Big Data is a name for in-

credibly large, complex da-
tasets characterised by their 
volume, variety, and velocity 
(this third adjective describ-
ing their growth in size).

• Blockchains are not a form of 
AI, but simply a cryptograph-
ically secured list of data re-
cords often used to encode 
the distributed ledgers of 
Cryptocurrencies such as 
Bitcoin.

• Computer Vision is a sub-
field of AI that attempts to 
automate tasks relating to 
the processing and interpre-
tation of images and videos, 
such as object recognition.

• Cryptocurrencies are digital 
currencies whereby individ-
ual ownership is recorded 
cryptographically on distrib-
uted ledgers, such as Block-
chains.

• Cybernetics is a (somewhat 
outdated) name for the trans-
disciplinary study of control, 
regulation, and dynamics in 
information processing sys-
tems, both natural and artifi-
cial.

• Cybersecurity is a field that 
seeks to protect hardware, 
software, and data from theft, 
damage, or other disruption 
due to malevolent actors and 
algorithms.

• Data Mining refers to a set of 
methods for extracting pat-
terns and information from 
datasets using tools from 
computer science, statistics, 
and increasingly AI.

• Data Science is an independ-
ent field from AI that draws 
on interdisciplinary methods, 
such as Data Mining and Ma-
chine Learning, in order to 
extract knowledge and un-
derstanding from data, often 

Big Data.

• Deep Learning is a subfield of 
Machine Learning that relies 
on deep Neural Networks to 
approximate complex func-
tions which can then be used 
for a variety of purposes.

• Evolutionary Computation 
is a subfield of AI studying 
methods of computation in-
spired by evolution, such as 
having a population of candi-
date solutions to a problem 
which are then updated over 
time and evaluated by a ‘fit-
ness function’.

• Expert Systems are AI sys-
tems comprising a knowl-
edge base containing facts 
about the world and an infer-
ence engine which uses this 
knowledge to answer que-
ries and deduce new facts.

• Generative Adversarial Net-
works (GANs) are formed by 
a pair of Neural Networks, 
one of which learns to gener-
ate realistic data (such as im-
ages or videos) by attempting 
to ‘fool’ the other into think-
ing the new data is part of the 
original data.

• Good Old-Fashioned AI (GO-
FAI) is a (somewhat pejora-
tive) term for older approach-
es to designing AI systems 
based upon logic and sym-
bolic reasoning, which was 
the dominant paradigm for 
the first 30 years or so of AI 
research.

• Intelligent Agents are auton-
omous entities that pursue 
goals in some environment 
by perceiving information 
and taking actions according-
ly, based upon some reason-
ing process.

• Knowledge Representation 
and Reasoning (KRR) is a 

By Lewis Hammond

GLOSSARY
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subfield of AI focusing on the 
design of computational rep-
resentations of information, 
along with processes that 
may be used to generate or 
deduce novel information us-
ing these representations.

• Machine Learning (ML) is a 
subfield of AI in which com-
putational models are cre-
ated using algorithms which 
learn from experience (known 
as ‘training data’) rather than 
being explicitly programmed.

• Narrow AI (sometimes also 
called Tool AI) refers to AI 
systems that are created in 
order to perform specific (i.e. 
narrow) tasks as opposed to 
having the general reasoning 
capabilities that humans pos-

sess.

• Natural Language Process-
ing (NLP) is a subfield of AI 
which seeks to automate 
tasks to do with natural lan-
guage (those that humans 
use, as opposed to the for-
mal languages of logic and 
computer science) such 
as speech recognition and 
translation.

• Neural Networks (NNs) are 
biologically inspired Machine 
Learning models containing 
multiple layers of small com-
putational units (‘neurons’) 
connected to one another 
using simple functions, which 
together approximate more 
complex functions.

• Planning is a subfield of AI 

that develops algorithms for 
creating strategies and plans 
that solve complex tasks, 
which are often then execut-
ed by Intelligent Agents.

• Reinforcement Learning 
(RL) is a subfield of Machine 
Learning in which Intelligent 
Agents learn to perform tasks 
in unknown environments 
by seeking to maximise ‘re-
wards’ that are given to them 
when performing well.

• Robotics is an independent 
field from AI at the inter-
section of engineering and 
computer science which de-
velops and studies robots 
– machines that act autono-
mously to perform complex 
physical tasks. 
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The guide can be used in various ways by Fabian local societies, 
local political party meetings and trade union branches, student so-
cieties, NGOs and other groups.

You might hold a discussion among local members or invite a guest 
speaker – for example, an MP, academic, local practitioner, or one of 
the writers to lead a group discussion.

Some different key themes are suggested. You might choose to spend 
15–20 minutes on each area, or decide to focus the whole discussion 
on one of the issues for a more detailed discussion.

A discussion could address some or all of the following questions:

1. What were your views on AI before and after reading this pam-
phlet? How have they evolved and why?

2. This pamphlet focusses on the key sectors of the economy which 
will be transformed by AI in Section 1. What are your thoughts on 
these areas – for example, in education, policing, and health? Im-
agine if current jobs, like police, teachers, and nurses, were re-
placed by AI. How do you feel about that prospect and why?

3. Section 2 focusses on international competition. How do you think 
this will play out in the future? Will friendly economic competition 
in this space turn into something else, or be affected by national 
security factors?

4. The conclusions in Section 3 lay out two contrasting visions of re-
sponsible regulation – a more non-interventionist outcome and a 
more active state. Which one would you like to see and why?

5. Marcus Storm introduces the concept of a tripartite social contract 
– a settlement between citizens, the state, and human-like ma-
chines. What are your thoughts on this? How would you like to live 
alongside human-like machines?

Please let us know what you think

Whatever view you take of the issues, we would very much like to 
hear about your discussion. Please send us a summary of your debate 
(perhaps 300 words) to publications@marcus-storm.com

DISCUSSION GUIDE
How to use this discussion guide

DISCUSSION GUIDE





In Modern Britain: Global Leader in Ethical AI, we cover 
the use of AI in a huge range of applications across the 
entire economy and how the world is reacting to it. What 
links all these disparate threads together is the autonomy 
of the technology. The ability to make its own decisions. 
In short, the intelligence.

It is in all our interests that Britain takes a global lead in 
AI. A new National Industrial Strategy must be formed on 
the back of a tripartite social contract – a new settlement 
between the state, citizens, and human-like machines. 
Harms caused by AI are ultimately failures in human gov-
ernance which limit the vast potential to improve lives all 
around the world.

Modern Britain: Global Leader in Ethical AI brings an as-
tounding variety of new ideas to the fast-paced and deep 
debate around AI and ethics. Now is the right time to 
bring the debate to living rooms across the country to en-
sure that we all understand the stakes and have a voice 
in the future we will have to share – with the machines.

Edited by Marcus Storm, with contributions from Darren 
Jones MP, Ivana Bartoletti, Tom Grand, Kamal Puwar, 
Anita Chandran, Mohamed Hammeda, Cecilia Eve, Luke 
Richards, Kyran Schmidt, Hannah Fuchs, Lewis Ham-
mond, Antoinette Hage, and Tom Ascott


